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Problem area 

Assuring safe integration of Unmanned Aircraft Systems (UAS) or drones in all 
airspace classes is an important element of European research in SESAR. A central 
element in the European development is U-space, which is a set of new services 
and specific procedures designed to support safe, efficient and secure access to 
airspace for large numbers of drones in U-space airspaces. Safety risk assessment 
of drone operations and U-Space services are essential for their introduction.  
 
For quantitative assessment of drone collision risks there is a strong need for 
simulation approaches that can represent a variety of drone operations and the 
types of uncertainty and hazards that can affect drone operations. These 
simulations should be able to achieve results up to the level of collision risk, 
meaning that they must support rare event estimation. 

Description of work 

This project develops a demonstrator tool for modelling and Monte Carlo 
simulation of drone traffic, called D(emo)-CRAT (Demonstrator Drone Collision Risk 
Assessment Tool). The Monte Carlo (MC) simulation uses acceleration by 
Interacting Particle Systems (IPS) to efficiently achieve results up to the collision 
risk level. The purpose of the demonstrator tool is to show that useful collision risk 
results can be achieved by the modelling and simulation, and as such may set the 
scene for further development of a full scale Drone Collision Risk Assessment Tool 
(D-CRAT). 
 
This is the final report which presents a high-level overview of the models and the 
software tool, and which provides the detailed results of a demonstration of the 
tool to a use case for drone and air taxi traffic in an urban area south of Paris. 
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Results and conclusions 

The results of the project show that agent-based dynamic risk modelling can be 
effectively applied to assess close proximity safety events of drone operations. The 
IPS MC simulation approach and the risk decomposition for global failure 
conditions are advanced techniques for rare event risk assessment that could be 
effectively combined with the agent-based modelling of drone operations. The 
demonstration of the tool has shown that close proximity probabilities can be 
attained for various types of drone missions. The sensitivity analyses show how the 
tool can be used to tune settings of the DAA system, to attain insight in the safety 
impact of airspace design and traffic density, and to understand the safety impact 
of PIC behaviour. A considerable set of recommendations for extension of the 
models and their simulation, scope of simulation functionalities, and extension of 
the functionalities of the GUI are presented. An initial assessment of timescale and 
effort has been made to help prioritization of future developments of D-CRAT. The 
models, simulation approaches and software developed in D(emo)-CRAT have 
shown to be at the heart of the needs for new safety modelling and assessment 
methodologies for U-space such as identified in the Strategic Research and 
Innovation Agenda “Digital European Sky”. 

Applicability 

Collision risk assessment of drone operations and urban air mobility, including 
evaluation of detect and avoid systems.  
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Abbreviations 

ACRONYM DESCRIPTION 
ACAS Airborne Collision Avoidance System 

ADS-B Automatic Dependent Surveillance - Broadcast 

ATC Air Traffic Control 
ATM Air Traffic Management 

BVLOS Beyond Visual Line Of Sight 

C2 Command and Control 

CA Collision Avoidance 

CNPC Command and Non-Payload Communications 

CNS Communication Navigation Surveillance 
CP Contingency Plan 

CR Collision Risk 

CS Control Station 

DAA Detect And Avoid 

DAIDALUS Detect and Avoid Alerting Logic for Unmanned Systems 

D-CRAT Drone Collision Risk Assessment Tool 
D(emo)-CRAT Demonstrator Drone Collision Risk Assessment Tool 

DLL Dynamic Link Library 

DOF Degree Of Freedom 

DWC DAA Well Clear 

EASA European Union Aviation Safety Agency 

EUROCONTROL European Organisation for the Safety of Air Navigation 
EVLOS Extended Visual Line Of Sight 

FAA Federal Aviation Administration 

GNSS Global Navigation Satellite System 

GPS Global Positioning System 

GSHP Generalised Stochastic Hybrid Process 

GSHS Generalised Stochastic Hybrid System 
GUI Graphical User Interface 

HMI Human-Machine Interface 

IPS Interacting Particle System 

JARUS Joint Authorities for Rulemaking of Unmanned Systems 

MAC Mid-Air Collision 

MALE RPAS Medium Altitude Long Endurance Remotely Piloted Aircraft System 
MASPS Minimum Aviation System Performance Standards 

MC Monte Carlo 

MOPS Minimum Operational Performance Standards 



 
 
 

6 

NLR-CR-2021-050-RevEd-1  |  November 2021 
 

ACRONYM DESCRIPTION 
NASA National Aeronautics and Space Administration 
NLR Royal Netherlands Aerospace Centre 

NMAC Near Mid-Air Collision 

OS Operating System 

OSED Operational Services and Environment Definition 

PIC Pilot In Command 

R&D Research & Development 
RPA Remotely Piloted Aircraft 

RPAS Remotely Piloted Aircraft System 

RPS Remote Pilot Station 

RWC Remain Well Clear 

SESAR Single European Sky ATM Research 

STM Surveillance and Tracking Module 
sUAS Small Unmanned Aircraft System 

TRM Threat Resolution Module 

UA  Unmanned Aircraft 

UAM Urban Air Mobility 

UAS Unmanned Aircraft System 

UAV Unmanned Aerial Vehicle 
UTM UAS Traffic Management 

VLL Very Low Level 

VLOS Visual Line Of Sight 

VTOL Vertical Take-Off and Landing 
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Glossary of terms 

TERM DEFINITION 

Advisory An alert for conditions that require flightcrew awareness and may 
require subsequent flightcrew response for collision avoidance [1]. 

Airborne Collision Avoidance 
System (ACAS) An avionics system onboard aircraft that performs collision avoidance [1]. 

Beyond Visual Line-of-Sight 
(BVLOS) 

Operations where the pilot is not capable of using his or her vision to 
determine the location or orientation of the UA, hazards in the airspace, 
or potential of the UA to endanger life or property of another [2]. 

C2 Link (Command & Control 
Link) 

The data link between the remotely piloted aircraft and the remote pilot 
station for the purposes of managing the flight [3]. This is equivalent to 
Control and Non-Payload Communications (CNPC) Link in [2]. The C2 Link 
is the logical connection, however physically realised, used for the 
exchange of information between the remote pilot station (RPS) and the 
remotely piloted aircraft (RPA). It enables the remote pilot’s 
manipulation of the flight controls in the RPS to be sent to the RPA and 
for the RPA to return its status to the remote pilot. The C2 Link also 
enables the remote pilot to manage the safe integration of the remotely 
piloted aircraft system into the global aviation, communications, 
navigation and surveillance operational environment [3]. 

Collision Avoidance (CA) 
A method of conflict management, whereby aircraft in imminent risk of 
colliding are given traffic situation awareness and possibly manoeuvring 
guidance to avoid a mid-air collision [1]. 

Collision Avoidance System 
(CAS) 

The combination of aircraft, pilot (when pilot is present), avionics, and 
procedures working together to perform the function of collision 
avoidance [1]. 

Control Station (CS) 
The equipment used to command, communicate with, or otherwise pilot 
an unmanned aircraft [2]. This is equivalent to a remote pilot station 
(RPS). 

Detect and Avoid (DAA) A means to surveil traffic and remain a safe distance from nearby aircraft 
so as to not create a collision hazard [1]. 

DAA Corrective Alert 
A caution-level aural and visual annunciation intended to draw 
immediate pilot attention to traffic and make the pilot aware that action 
may be needed [1]. 

DAA Warning Alert 
A warning-level aural and visual annunciation intended to notify the pilot 
that immediate awareness and immediate action is required to Remain 
Well Clear [1]. 

DAA Well Clear A temporal and/or spatial boundary around an aircraft intended to be an 
electronic means of avoiding conflicting traffic [1]. 

Directive Guidance 
A specific recommended resolution to avoid a hazard with manual or 
automated execution. An algorithm informs the pilot when and how to 
perform a recommended manoeuvre [1]. 

Interacting Particle System 
Continuous-time Markov jump processes describing the collective 
behaviour of stochastically interacting components. They can be 
effectively applied for acceleration of rare event estimation. 

Pilot In Command (PIC) The person who has the final authority and responsibility for the 
operation and safety of flight [2].  
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TERM DEFINITION 
Near Mid-Air Collision 
(NMAC) 

Two aircraft simultaneously coming within 100 ft vertically and 500 ft 
horizontally [1]. 

Remain Well Clear (RWC) 
The ability to detect, analyse and manoeuvre to avoid potential 
conflicting traffic by applying adjustments to the current flight path in 
order to prevent the conflict from developing into a collision hazard [1]. 

Resolution Advisory (RA) 

The combination of alerting and guidance given to a pilot that 
recommends a vertical or horizontal manoeuvre to either increase or 
maintain the existing vertical or horizontal separation relative to an 
intruding aircraft. The term ‘Resolution Advisory’ is equivalent to a ‘DAA 
Warning Alert plus directive guidance’ in RTCA/DO-365 [1]. 

Suggestive Guidance 

A range of potential resolution manoeuvre provided in order to avoid a 
hazard with manual execution. An algorithm provides the pilot with 
manoeuvre decision aiding regarding advantageous or disadvantageous 
manoeuvres [1]. 

Traffic Advisory (TA) 
Information given to the pilot pertaining to the position of another 
aircraft in the immediate vicinity. The information contains no suggested 
manoeuvre [1]. 

Unmanned Aircraft (UA) An aircraft operated without the possibility of direct human intervention 
from within or on the aircraft [1]. 

Unmanned Aircraft System 
(UAS) 

An unmanned aircraft and associated elements (including 
communication links and the components that control the UA) that are 
required for the remote PIC to operate safely and efficiently [2]. 
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1 Introduction 

1.1 D(emo)-CRAT objective and structure 

Assuring safe integration of Unmanned Aircraft (UA) in all airspace classes is an important element of 
European research in the SESAR program. A central element in the European development is U-space, 
which is a set of new services and specific procedures designed to support safe, efficient and secure access 
to airspace for large numbers of drones1. Safety risk assessment of drone operations and the impact of the 
availability of U-space services on the safety risk are essential for their introduction. 
 
For quantitative assessment of drone collision risks there is a strong need for simulation approaches that 
can represent a variety of drone operations and the types of uncertainties and hazards that can affect 
drone operations. These simulations should be able to achieve results up to the level of collision risk, 
meaning that they must support rare event estimation. 
 
This project has developed a demonstrator tool for modelling and Monte Carlo (MC) simulation of drone 
traffic, called D(emo)-CRAT (Demonstrator Drone Collision Risk Assessment Tool). The Monte Carlo 
simulation uses acceleration by Interacting Particle Systems (IPS) and risk decomposition to efficiently 
achieve results up to the level of collision risk. The purpose of the demonstrator tool is to show that useful 
collision risk results can be achieved by the modelling and simulation, and as such may set the scene for 
further development of a full scale Drone Traffic Collision Risk Assessment Tool (D-CRAT). 
 
The D(emo)-CRAT project is organised along the following tasks [4]:  
1. Requirements for the Demonstrator Drone Collision Risk Assessment Tool 
2. Model specification of element I (Drone traffic generator) 
3. Model specification of element II (Drone Operations) 
4. Model specification of element III (Monte Carlo simulation accelerator) 
5. Implementation/testing of the Demonstrator Drone Collision Risk Assessment Tool 
6. Demonstration 
7. Project management 
 
The results of the D(emo)-CRAT project are documented in the following reports: 
• D(emo)-CRAT Requirements, which describes the missions, types of drones, U-space services, and 

hazards that are to be included in the agent-based modelling and MC simulation of drone operations, 
as well as D(emo)-CRAT software environment and the high-level human machine interface [5]. 

• D(emo)-CRAT Model Specification, which describes the agent-based model of the drone operations, 
including uncertainty and hazards, and MC simulation techniques, incorporating Interacting Particle 
Systems (IPS) and risk decomposition [6]. 

• D(emo)-CRAT Software Design, which describes the design of the backend and frontend of the D(emo)-
CRAT software [7]. 

• D(emo)-CRAT User Manual, which describes how to use the D(emo)-CRAT software [8]. 

                                                           
1 The terms ‘drones’ and ‘UA’ are used interchangeably in this context. 
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• D(emo)-CRAT Demonstration and Final Report, which demonstrates the application of the D(emo)-
CRAT software to a illustrative use case south of Paris and provides recommendations for future 
developments [9] (this report). 

1.2 Objective and structure of this report 

This is the final report of the D(emo)-CRAT project. The objective of this report is to provide an overview 
over the modelling and the tool development pursued, to demonstrate application of the tool to a use case 
for drone and air taxi traffic in an urban area south of Paris, and to give recommendations for future 
development of the tool. 
 
This report describes the results towards this objective along the following structure: 
• Section 2 describes the context and motivation for the development of D(emo)-CRAT. 
• Section 3 describes the agent-based model and the rare event Monte Carlo simulation approach. 
• Section 4 describes the design and user experience of the D(emo)-CRAT software. 
• Section 5 presents illustrative simulation and risk results for a use case for drone traffic south of Paris.  
• Section 6 presents recommendations for further development towards a full-scale Drone Traffic 

Collision Risk Assessment Tool. 
• Section 7 presents conclusions of the project. 
• Section 8 provides a list of references.  
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2 Context and motivation 

2.1 Safe drone operations 

Assuring safe integration of Unmanned Aircraft (UA) in all airspace classes is an important element of 
European research in SESAR [10]. A central element in the European development is U-space [11], which is 
a set of new services and specific procedures designed to support safe, efficient and secure access to 
airspace for large numbers of drones. These services rely on a high level of digitalisation and automation of 
functions, whether they are on board the drone itself, or are part of the ground-based environment. U-
space provides an enabling framework to support routine drone operations, as well as a clear and effective 
interface to manned aviation, ATM/ANS service providers and authorities. It addresses the needs to 
support all types of missions (including VLOS and BVLOS operations) and may concern all drone users 
(commercial, leisure, state, military) and categories of drones. A comprehensive overview of SESAR 
exploratory research projects on U-space is provided in [12]. A key result is the U-space Concept of 
Operations as developed in the CORUS project [13-15]. It defines various U-space services, which are 
envisioned to be gradually implemented over three development phases U1 to U3. Future R&D needs for 
drone operations identified in [12] include urban air mobility (UAM), air traffic management (ATM)/U-space 
convergence, and advanced U-space services and technologies (e.g. miniaturisation and automated detect 
and avoid capabilities).   

As part of NextGen research, the Federal Aviation Administration (FAA) developed a Concept of Operations 
for UAS Traffic Management (UTM) [16]. It focuses on very low level operations (below 400 ft AGL), but also 
addresses operations in other airspaces. In [17] FAA provides a ConOps for UAM, which describes roles and 
responsibilities and key elements of architectures and scenarios.  

EASA uses a regulatory framework for UAS operations [18], including three types of categories: Open, 
Specific and Certified. The Open category involves a combination of limitations, operational rules, 
requirements for the competency of the remote pilot, as well as technical requirements for UAS, such that 
the UAS operator may conduct the operation without prior authorisation by the competent authority, or 
without submitting a declaration. The Specific category involves a risk assessment being conducted by the 
UAS operator before starting an operation, or an operator complying with a standard scenario, or an 
operator holding a certificate with privileges. The Certified category considers a category of UAS operation 
that, considering the risks involved, requires the certification of the UA (based on appropriate airworthiness 
standards, comparable to manned aviation) and its operator, as well as licensing of the flight crew. A safety 
risk analysis of UAS operations based on occurrence data by EASA [19] indicates that key risk areas include 
airborne conflicts, aircraft upset, system failures, and third party conflict.  

Safety risk criteria for drone operations are considered by EUROCAE [20] and in a study by the National 
Academy of Sciences in an advice to the FAA [21].They advise that it is necessary to consider the increase in 
risk to people in manned aircraft and on the ground as well as safety benefits, and provide specific 
recommendations for the development of UAS categorisation, quantitative probability requirements, 
severity definitions, fail-safe criteria, and assurance levels. Approaches for safety risk management of UAS 
in [22] are based on standard risk management techniques applied to the UAS context. The application of 
barrier bow tie models for safety cases of UAS operations and the consequences of mid-air collisions are 
presented in [23, 24]. The Joint Authorities for Rulemaking of Unmanned Systems (JARUS) developed 
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guidelines for safety risk assessment of Specific Operations, which focus on risks for third parties in the air, 
on the ground, and critical infrastructure [25]. 

In the recent Strategic Research and Innovation Agenda “Digital European Sky” [26] it is expressed that for 
safety assurance of U-Space and urban air mobility: “New safety modelling and assessment methodologies 
applicable to U-space are needed. Tools are required to analyse and quantify the level of safety of U-space 
operations involving high levels of automation and autonomy, where multiple actors automatically make 
complex, interrelated decisions under uncertainty (e.g. weather-related uncertainty). Research is needed to 
ensure that the distributed decision-making protocols implemented in U-space achieve the required level 
of safety while catering for differing levels of experience of participants. Examples of approaches that could 
be leveraged for this purpose include greater use of simulation and machine learning applications such as 
stress-testing.” 

2.2 DAA and collision avoidance systems 

Detect And Avoid (DAA) systems and Collision Avoidance Systems (CAS) are important constituents for 
safety of aircraft operations. For manned aviation, Traffic Alert and Collision Avoidance System II (TCAS II) 
[27] is the current airborne safety net used in commercial operations and ACAS Xa [28] is a next generation 
system. Both these systems provide advisories to the pilot to detect and vertically manoeuvre around 
nearby intruders. For UAS, various DAA systems have been developed and are being developed. DAA 
systems may include a Remain Well Clear (RWC) function as well as a collision avoidance function, but they 
may also include only one of these functionalities [29].  
 
MOPS for DAA of larger drones flying at higher altitudes have been developed in RTCA DO-365 [2]. Here the 
DAA system environment consists of the unmanned aircraft (UA), the associated remote pilot station (RPS), 
intruder aircraft, navigation systems, Global Navigation Satellite Systems (GNSS) and communication 
systems. Onboard the UAS, the DAA system includes othership measurements and ownship state 
estimation for navigation and surveillance, which provide input for the DAA alerting and guidance 
processing. Command and Non-Payload Communications (CNPC) by data link packages enable a Pilot in 
Command (PIC) in the RPS to maintain situation awareness of the traffic situation and control the UAS. The 
basic DAA functionality of [2] includes a RWC functionality, which gives guidance to PICs to maintain well-
clear and to regain separation in case of a well-clear violation. It does not include a collision avoidance 
functionality. 
 
A reference implementation of DAA logic in Appendix G of [2] is DAIDALUS (Detect and Avoid Alerting Logic 
for Unmanned Systems) developed by NASA [30]. The DAIDALUS software library is released under the 
NASA Open Source Agreement at https://github.com/nasa/wellclear in Java and C++. The software 
implementation has been verified against the formal models and validated against multiple stressing cases 
jointly developed by the US Air Force Research Laboratory, MIT Lincoln Laboratory, and NASA [30]. 
DAIDALUS includes the following algorithms: 
• Detection: Determine the current, pairwise well-clear status of the ownship and all aircraft inside its 

surveillance range. DAIDALUS does not include sensor processing functionalities (filtering, data fusion), 
but assumes the availability of 3D position and speed of ownship and otherships. 

https://github.com/nasa/wellclear
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• Determine Processing: Compute manoeuvre guidance in the form of ranges of manoeuvres that a pilot-
in-command may take that will cause the aircraft to maintain or increase separation from the well-clear 
violation volume, or allow for recovery from loss of separation in a timely manner within the 
performance limits of the ownship aircraft. 

• Alerting Logic: Determine the corresponding alert type, based on a given alerting schema, 
corresponding to the level of threat to the well-clear volume. 

The algorithms are rule-based and can be tuned by adaptation of a set of configuration parameters (see 
also Section 9.2 of [6]). DAIDALUS provides the RWC functionality only, but it has no CA functionality. 
 
As part of the ACAS X development program [31, 32], ACAS Xu is a version dedicated to large UAS [1, 33] in 
line with RTCA DO-365. ACAS Xu includes both RWC and CA functionalities, meaning that it provides RWC 
warning alerts, recovery guidance to regain well-clear, and resolution advisories for collision avoidance. Its 
architecture is composed of a Surveillance and Tracking Module (STM), which provides filtering and fusion 
of sensor data for ownship and otherships, and a Threat Resolution Module (THM), which provides RWC 
and CA alerts/guidance/advisories on the basis of an off-line optimised logic table.  
 
A comparison between DAIDALUS and an early version of ACAS Xu is presented in [34]. Results indicate 
comparable timelines and outcomes between ACAS-Xu’s RWC alert and guidance and DAIDALUS’s 
corrective alert and guidance, although ACAS-Xu’s guidance appears to be more conservative. ACAS-Xu’s CA 
alert and guidance occurs later than DAIDALUS’s warning alert and guidance, and overlaps with DAIDALUS’s 
timeline of manoeuvre to RWC. 
 
In support of the development of MASPS and MOPS for DAA systems of UAS operating at Very Low Level 
(VLL), an Operational Services and Environment Definition (OSED) has been published [35]. In the OSED, VLL 
is defined as the airspace where it is reasonable to expect manned aviation will not operate except by 
permission from the competent authority, e.g. up to 1000 ft above highest obstacles in an urban area, or up 
to 500 ft above highest obstacles outside of urban areas. A broad definition of DAA is adhered to, including 
detect and avoid to avoid conflicts/collisions with manned aircraft, unmanned aircraft, terrain, fixed and 
mobile obstacles, hazardous weather, and people and animals. UA capable of carrying passengers, 
operations in the vicinity of airports, and highly automated UAS with possibility of PIC intervention are 
included in the OSED. 
 
As part of the ACAS X development program, ACAS sXu is a DAA capability for small UAS, which provides an 
autonomous and decentralised DAA capability against manned aircraft, UAS, and other sUAS [36]. In ACAS 
sXu, the RWC and CA functions have been combined in one level of alerting and guidance, with the 
separation volume scaled based on the intruder type. Simulation results show risk reductions by ACAS sXu 
for scenarios with manned aircraft and with high traffic density of sUAS. Also an initial implementation of 
an interface for obstacle awareness has been included, where obstacles are represented as stationary point 
intruders. 
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2.3 Modelling and simulation of UAS 

Modelling and simulation is a prime means to study, assess and validate operational scenarios of UAS 
operations. Some literature on relevant tools and projects for UAS modelling and simulation is provided in 
this section. 
 
An evaluation tool for low-altitude air traffic operations called “Flexible engine for Fast-time evaluation of 
Flight environments” Fe3 is presented in [37]. The Fe3 core simulation engine is composed of two main 
functions: trajectory generation and collision avoidance. The trajectory models are 6 degrees of freedom 
(DOF) and are differentiated in several types, such as quad-rotor, fixed-wing, and hybrid. Three types of 
algorithms for DAA and CA are included in the simulator: 
• Trajectory-projection based, predicting an intruder’s trajectory and identifying resolution with 

predefined manoeuvre rules, e.g. DAIDALUS [30]; 
• Off-line table based, using off-line optimised tables for resolution manoeuvres based on intruder’s state 

estimates, e.g. ACAS Xu; 
• Force field based, using attractive forces to stay on an original path and repulsive forces to avoid 

potential conflicts. 
Fe3 includes models for vehicle communication, such as Dedicated Short Range Communications (DSRC), 
and on-board sensors such as LIDAR and Echodyne radar; these models include uncertainty due to sensor 
noise and communication reliability. The wind model in Fe3 uses a spatially discretised database with 
turbulence intensity/uncertainty associated with each location. The evaluation of the Fe3 models is done 
using Monte Carlo simulation on a system of graphical processing units. Some examples of simulation 
results are presented in [37], e.g. for loss of separation as function of communication capabilities and traffic 
densities, and as function of wind and traffic density. A sensitivity analysis using Fe3 simulations is 
presented in [38] for the impact of intruder position estimation accuracy, communication latencies, wind, 
and separation buffer. In [39] Fe3 was used to evaluate UAS traffic complexity metrics.  
 
Ren et al. [40] presented a framework for the development and validation of trajectory modelling and 
prediction methods for diverse types of sUAS under nominal environment and under a variety of potential 
hazards, including adverse environmental conditions, and vehicle and system failures. It is recognised that 
the computation of trajectories under the effect of system failures include multiple sources of uncertainty, 
such as noise, uncertain parameters and mode switches [41]. The trajectory computation is presented as a 
hybrid state model, which calculates aircraft trajectories in nominal and off-nominal conditions. A related 
sUAS categorization framework is presented in [42]. A related framework for validation and verification of 
sUAS trajectories is provided in [40]. In these studies no details of implemented models or simulation 
results are presented, rather this is referred to as future work. 
 
The Metropolis project aimed to study the relationship between airspace structure and airspace capacity 
for urban air mobility. Traffic scenarios are defined for UAM in the metropolitan region of Paris [43]. 
Various designs of the urban airspace are defined in [44]:  
• Full mix design, where all vehicles share the same airspace, without any structure or non-physical 

constraints; 
• Layers design, where every altitude band corresponds to a heading range in a repeating pattern; 
• Zones design, having different zones for different types of vehicles, speed ranges as well as global 

directions have been defined to aid the separation by the structure of the airspace; 
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• Tubes design, where different directions, speeds and vehicle types will use different tubes ensuring 
safety by separating potentially conflicting traffic  

A range of metrics for evaluation of UAM designs are presented in [45], including complexity metrics, 
operational metrics, and environmental metrics. Simulation results for the various UAM designs are 
presented in [46]. The simulations were performed using the Traffic Manager software, which had been 
developed for investigation of ATM concepts. For the purpose of Metropolis, parameters of existing vehicle 
models in Traffic Manager were adapted to match the performance specifications available for several 
current PAVs and UAVs. Additionally, VTOL aircraft were simulated using helicopter dynamics for take-off 
and landing, while fixed-wing models were used for cruising, climbing and descending flight phases.  
 
A modelling, simulation and control framework for small unmanned multicopter platforms in urban 
environments is presented in [47]. The vehicle dynamics modelling includes a state vector of 13 kinematic 
variables (position, velocity, quaternion orientation, angular velocity), dynamic forces and moments, 
aerodynamics, and propulsive forces. It is combined with a flight management and flight control system, 
which receives input from vehicle sensors, vision hardware, and LIDAR hardware. 

2.4 Motivation: agent-based dynamic risk modelling for 
drone risk assessment 

As recognised in Digital European Sky [26] there is a need for new safety modelling and assessment 
methodologies for U-space, which can quantify levels of safety of U-space operations. Such safety risk 
assessment of new concepts and technologies needs to assess (1) how effective the new concepts and 
technologies are if they work as intended, as well as (2) what risks are induced if elements in the new 
concepts and technologies are failing. In the SESAR Safety Reference Material for assessment of changes in 
ATM [48, 49] these two perspective are referred to as success approach and failure approach, respectively. 
For new drone and U-space supported operations this means that a broad range of questions needs to be 
answered for the safety assessment: 
• When systems are working as intended in normal conditions. What is the effectiveness of DAA systems 

and how can they be tuned optimally? What is the impact of traffic density and airspace design? What 
is the impact of normal sensor errors? What is the impact of normal communication delays? What is 
the impact of normal human reaction times? What is the impact of normal variability in speeds of 
drone operations? What is the impact of normal weather variability? Etc. 

• When there are failures or off-nominal conditions. What is the impact of failures of technical systems, 
including drone propulsion, communication systems, surveillance systems, navigation systems, DAA 
system? What is the effectiveness of mitigating measures for failure conditions? What is the impact of 
humans errors, such as errors in planning and reaction to DAA advisories? What is the impact of 
adverse weather conditions? Etc.  

Obstacles in effective safety risk assessment of drone operations include the novelty of drone types, drone 
systems, and procedures for their operations. The lack of experience by operators and the lack of data on 
safety occurrences imply that safety risk assessment methods that largely depend on expert judgement and 
safety occurrence data tend to be quite limited in achieving valid risk assessment results. For quantitative 
assessment of drone collision risks there is a strong need for simulation approaches that can represent a 
variety of drone operations and the types of uncertainty and hazards that can affect drone operations. 
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These simulations should be able to achieve results up to the level of collision risk, meaning that they must 
support rare event estimation.  

It has been shown that agent-based dynamic risk modelling for safety risk assessment in ATM is an effective 
method to assess the risk of complex and novel operations [50]. Such models represent the dynamics and 
stochastic variability of operations involving complex interactions of technical systems, human operators 
and environmental conditions, both in normal conditions and in off-nominal/failure conditions. The models 
are used in rare event Monte Carlo simulation approaches to assess low probabilities of safety events. 
Agent-based dynamic risk modelling is included in the SESAR Safety Reference Material [48, 49] and it has 
been effectively used in various applications, including runway incursions, airborne self-separation, 
separation minima of conventional operations, ACAS evaluation, and others [51-56]. The safety assessment 
results include probabilities of rare safety events (collision, close proximity), the conditions contributing to 
key risks, and the sensitivity for settings in the operational concept. 

Building on the evidence base and successful application of agent-based dynamic risk modelling for safety 
assessment of air traffic operations, it will be used in this study for the development of D(emo)-CRAT, the 
demonstrator tool for drone traffic collision risk assessment. The agent-based model and MC simulation 
methods for the drone operations are presented in the next chapter.  
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3 Agent-based model and MC simulation 

The basis of the simulations of drone and air taxi operations in D(emo)-CRAT is an agent-based model, 
which describes the operations, including the uncertainty, performance variability, failures of technical 
systems, human operator errors, and abnormal conditions of the environment/context that may influence 
them. The details of the agent-based model and the applied Monte Carlo simulation methods for risk 
assessment are described in [6]. A high-level overview of the model is provided below.  

3.1 Urban area and mission types 

D(emo)-CRAT uses a set of generic models of drone operations. For the demonstration an urban area south 
of Paris has been chosen for the specific instantiation of the models [5]. The specific environment is an area 
along the line from Aerodrome Toussus-le-Noble (LFPN) to Aerodrome Brétigny-sur-Orge (LFPY). In this 
environment there are the following five areas of interest (Figure 1):  
1. Aerodrome Toussus-le-Noble (LFPN), which is a regional airport in France supporting mainly general 

aviation. It has two parallel runways (heading 07/25) with lengths of about 1100 m;  
2. Area of Orsay, which is a suburb at 21 km from the centre of Paris with an area of 8.0 km2 and a 

population of about 16,400 (source Wikipedia);  
3. Area of Montlhéry, which is a suburb at 26 km from the centre of Paris with an area of 3.3 km2 and a 

population of about 7,600; 
4. Area of Brétigny-sur-Orge, which is a suburb at 27 km from the centre of Paris with an area of 14.6 km2 

and a population of about 26,500; 
5. Aerodrome Brétigny-sur-Orge (LFPY), which is a former French Air force base that will be used for civil 

drone operations. It has two runways: 05/23 of 3000 m and 11/29 of 2200 m.  
The straight-line distances from Area 1 to the other areas are about: Area 2 is at 9 km, Area 3 is at 17 km, 
Area 4 is at 22 km, and Area 5 is at 24 km from Area 1. 
 
In this environment, the following types of missions are included: 
A. Vertical take-off and landing (VTOL) urban air mobility for transport of people between the suburb 

areas 2, 3, and 4 (green lines in Figure 1). It is assumed that flights are only between the suburbs, there 
are no flights between locations within one suburb. 

B. Multicopter drone operations within the suburb areas 2, 3, and 4, including loitering and surveillance. 
C. Fixed-wing drones for parcel delivery between the airports 1 and 5 (blue line). 
D. Fixed-wing drones flying level and crossing the area between the airports 1 and 5, e.g. for parcel 

delivery to and from Paris centre (red lines).  
 
In Mission types C and D, the parts of the flight in which the fixed-wing aircraft ascend from their origin 
location or descend to their destination location on the ground are not in the scope of D(emo)-CRAT. In 
Mission types A and B, the ascent and descent flight phases are in the scope of D(emo)-CRAT. 
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Figure 1: Map for use case of D(emo)-CRAT, including five areas (1-5), four mission types (A-D) and examples 
of missions (arrows). 

3.2 Environment of drone operations 

Urban areas and flight zones 
A generic environment specification is provided that can represent the airports, urban areas, and entry/exit 
zones of drone operations such as in Figure 1. All terrain is flat and at zero altitude. Positions in the 
environment are provided in world geodetic coordinates and in a local tangent East-North-Up (ENU) 
coordinate frame; the latter is the prime coordinate frame used in the simulations.  
 
Airspace design 
Various airspace design options are included, which can be set by a user of D(emo)-CRAT for a simulation: 
• Free flight. In this design, all aircraft and all missions use the same airspace without altitude 

restrictions.  
• Mission-dependent altitude layers. In this design, there are altitude layers dedicated for types of 

missions. In particular, there are dedicated altitude layers for air taxies (mission A), surveillance and 
loitering (mission B), and for the fixed-wing drones (missions C and D). These altitude layers apply to 
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the main en-route part of the flight, meaning that during the climb and descend phases other altitude 
layers may be passed. 

• Mission and heading-dependent altitude layers. In this design, there are altitude layers dedicated for 
types of missions and within these layers there may be heading-dependent sublayers. In particular, 
there are dedicated altitude layers for air taxies (mission A), surveillance and loitering (mission B), and 
for the fixed-wing drones (missions C and D). Within the layers for mission A and for mission C/D there 
are heading-dependent sublayers, which associate the route direction with an altitude layer. There are 
no such sublayers for mission B, since in surveillance and loitering the aircraft fly patterns with largely 
fluctuating headings. 
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Figure 2: High-level overview of main interactions between agents influencing a number of UA. 

 
Weather and meteorological services 
The modelling of weather and meteorological services represents a constant and uniform wind that can be 
set and it includes a random possibility of an adverse weather condition in the region that is not predicted 
by the meteorological services. Two severity categories of adverse weather are considered, one having 
impact on VTOL operations (i.e. missions A and B) only, and one having impact on all operations. The 
consequence of adverse weather is that the drone trajectories exhibit oscillatory motion around a nominal 
flight path, thus representing turbulence.  
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Customers 
The entity Customers represents the demand for services from the UAS operators for the mission types. 
This demand determines the traffic density in the simulations. The demand for the mission types has the 
following characteristics: 
• Mission A. The demand for air taxi services between the urban areas is represented with a Poisson 

process between arbitrary positions in different urban areas. 
• Mission B. The demand for surveillance and loitering is represented by a Poisson process for the 

starting time and by an exponentially distributed duration. The starting position is at an arbitrary 
location in an urban area. 

• Mission C. The demand for fixed-wing drone operations between the airports is represented by a 
Poisson process between positions near the airports. 

• Mission D. The demand for fixed-wing drone operations crossing the airspace is represented by a 
Poisson process between positions on the entry/exit edges. 

3.3 Operator and flight planning 

The operator performs the flight planning of the drone flights. The operator uses the airspace design and 
the customer demand as a basis for the flight planning. Flights are planned directly following the customer 
demand, there is no restriction in the number of available aircraft. The flight planning depends on the type 
of operation associated with the mission, namely air taxi for Mission A, surveillance & loitering for Mission 
B, and UAS en-route for Missions C and D. For Missions A, C and D the shortest routes between start and 
end points are planned, while for Mission B a start point and a flight duration is planned for manoeuvring 
within an urban area. The planning of flights sets a flight level that is between the altitude bounds of the 
airspace design for the type of operation considered. This can be done in two modes:  
• Middle, planned flight level is exactly in the middle of the altitude bounds; 
• Random, planned flight level is uniformly distributed between the altitude bounds. 
The operator can make an altitude planning error, which implies that a flight is planned at an altitude layer 
above or below the layer according to the airspace design. 

3.4 Aircraft and flight performance 

A number of aircraft types are defined, which are associated to the operation types (air taxi, surveillance & 
loitering, and en-route UAS). The flight performance of the aircraft is specified, describing variables like 
position, heading, speed, and climb speed during manoeuvring. The input for the manoeuvring of the 
aircraft stems from the flight control system (which is a part of the flight management system), which uses 
mission control settings for various flight phases. The flight performance model includes non-nominal 
modes for uncommanded motion of the drone in adverse weather and for engine failure.  
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3.5 Flight management system 

The flight management system (FMS) of the aircraft contains the flight plan, ownship and othership state 
estimates, output of the DAA system, and input from the Pilot In Command (PIC). This data is used for 
mission and flight control, as input of the DAA system, for ADS-B Out transmission to other aircraft, and to 
inform the PIC. Data transfer with the PIC is enabled by the C2 link. The mission control system uses 
settings by the PIC to control the various flight phases of nominal operations and to change the trajectories 
in response to DAA alerts and guidance. Furthermore the mission control system includes autonomous 
control modes for contingency plans in the case of a lost C2 link or in the case of lost GNSS ownship 
estimation. The mission control system sends commands to the flight control system for the control of 
heading, air speed and altitude. 
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Figure 3: Main interactions between a pair of unmanned aircraft. 
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3.6 Aircraft CNS systems 

Several models of aircraft Communication Navigation and Surveillance (CNS) systems are included in 
D(emo)-CRAT. 
• A model for the pressure altimetry system is used, which includes modes for the altitude and vertical 

speed estimation in normal accuracy ranges and for reduced accuracy ranges. Altitude and vertical 
speed measurement errors are chosen from zero-mean Gaussian distributions with mode-dependent 
standard deviations.  

• Horizontal position and speed estimation of the ownship are based upon GNSS data. The GNSS receiver 
on-board the aircraft includes modes for working or not. It includes modes for the GNSS-based state 
estimation in normal accuracy and reduced accuracy ranges. The modes are chosen randomly (with low 
probability for the non-nominal modes). Errors in the position and speed estimates are chosen from 
zero-mean Gaussian distributions with mode-dependent standard deviations.  

• The C2 link is the logical connection used for the exchange of information between the remote pilot 
station (RPS) and the unmanned aircraft. A model for the availability of the C2 Link system at the 
aircraft is included, which represents the possibility of the system not being available. If C2 Link 
transmission is possible, durations for the uplink and the downlink of information are chosen from 
uniform distributions.   

• ADS-B systems support the exchange of surveillance information between the aircraft. This surveillance 
information is a primary input source of the DAA system. A model for the availability of the ADS-B 
system at the aircraft is included, which represents the possibility of the system not being available. If 
ADS-B transmission is possible, its duration is chosen from a uniform distribution. 

3.7 CNS region 

CNS Region describes the functioning of the regional components of the C2 Link and the Global Navigation 
Satellite System (GNSS). The functioning of these components has influence on the navigation, 
communication and surveillance of all aircraft in the scenario. The primary role of these model components 
is to represent failure conditions of the C2 Link infrastructure or GNSS, in particular for the availability of 
the C2 Link and GNSS, and for the integrity of the GNSS-based state estimation. These modes are chosen 
randomly, based on user-specified probabilities. 

3.8 DAA system 

The Detect And Avoid (DAA) system is the prime means in D(emo)-CRAT to detect conflicts and to provide 
guidance and alerts for remaining well clear and avoiding collisions. D(emo)-CRAT integrates DAIDALUS 
(Detect and Avoid Alerting Logic for Unmanned Systems), which has been developed by NASA as a DAA 
reference system of the RTCA MOPS [2]. The alerting logic of DAIDALUS is rule-based, which has as major 
advantage that its alerting logic can be tuned to the operations considered in D(emo)-CRAT. The 
relationship between the DAIDALUS implementation and the surveillance data sources, separation 
standards, and pilot interface are described in detail in [6].  
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3.9 Remote pilot station 

The Remote Pilot Station receives aircraft data and DAA data via the C2 Link and shows this data to the 
pilot in command (PIC) by traffic display and alerting (TDA). In the model the TDA includes post-processing 
of DAA data. In particular an M out of N filter is used to avoid false alerts. The model of the C2 Link of the 
RPS accounts for the possibility that the C2 Link system at the RPS is not working. 

3.10 Pilot in command 

The pilot in command (PIC) is the agent who sets the control of the various types of aircraft operations in 
nominal conditions and who is informed by the DAA system about conflicting aircraft and guidance to avoid 
close encounters. The PIC model consists of three components: (1) situation awareness model, (2) reaction 
to DAA alerts and guidance, and (3) nominal flight control settings. 
 
PIC situation awareness model 
The situation awareness of the PIC includes information of the ownship for nominal flight control actions, 
such as the flight plan, airspeed, altitude and heading. Furthermore, the situation awareness includes the 
interpretation of the DAA alert and guidance, such as the need to make changes in direction or altitude. 
The situation awareness updating by the PIC does not include errors, but the situation awareness may 
include erroneous/inaccurate information provided by others. 
 
PIC reaction to DAA alerts and guidance 
Based on the situation awareness, the PIC implements actions in response to the DAA alert and guidance 
information. Models for the following elements are included: 
• PIC response mode, describing probabilities of response to horizontal and vertical guidance; 
• Delay in the response to DAA alert and guidance information;    
• PIC mission control actions, which describe the manoeuvring to selected directions/altitudes and 

returning back to the planned trajectory if there is no DAA alert remaining.  
 
PIC nominal flight mission control settings 
This part of the PIC model describes the settings for the control by the FMS of the various types of missions, 
namely the air taxi, surveillance and loitering, and UAS en-route operations. The models describe the 
choices of climb, descent and cruise speeds, acceleration and deceleration, and rate of turn during nominal 
operations. 

3.11 Variability and failure modes in the agent-based 
model 

As explained in Section 2.4, for safety risk assessment of operations it is needed to account both for the 
variability of operations in normal conditions and for failure modes that may occur. An overview of the 
normal variability and the failure modes in the agent-based model is presented in Table 1. 
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Table 1: Normal variability and failure modes represented in the D(emo)-CRAT agent-based model 

Normal variability Failure modes 
Wind speed Adverse weather not predicted 

Customer demand: timing, locations Wrong altitude in flight planning 
Errors in altitude and vertical speed measurement Engines failure 

Errors in GNSS-based horizontal position and speed 
estimates Reduced accuracy of pressure altimetry 

Delay in ADS-B transmission (between drones) GNSS-based estimation is not working (aircraft 
system or in whole region) 

Delay in C2 link transmission (with RPS) Reduced accuracy of GNSS-based estimation 
(single aircraft or whole region) 

Delay in response to DAA alert by PIC C2 Link not working (aircraft system, RPS, or whole 
region) 

Rates of turn and climb/descent by PIC in DAA 
response ADS-B system of aircraft is not working 

Rates of climb, descent, turn, acceleration, 
deceleration, cruise speed during nominal flight DAA system of aircraft is not working 

 No/limited response to DAA alert by PIC 

3.12 Monte Carlo simulation methods 

The Monte Carlo (MC) simulation methods used for acceleration of the estimation of risk levels up to 
collisions between aircraft are Interacting Particle Systems (IPS) and risk decomposition.  
 
IPS MC simulation 
The IPS MC simulation uses a series of miss distance cycles 1, ,c m=  with decreasing miss distance 

boundaries 1c cd d −< , and a collision cycle. Each miss distance boundary cd is composed of a horizontal 

distance cr and a vertical distance ch , which both have to be reached by a pair of drones for a miss distance 

boundary hit. For instance, if 50mcr = and 15mcd = then a miss distance boundary hit occurs if there is a 

pair of drones that comes closer than 50 m horizontally and 15 m vertically. In the collision cycle, a collision 
between a pair of drones occurs if cylinders encapsulating the drones overlap (here drones can have 
different sizes). In the IPS MC simulation, N simulation objects (or particles) of an air traffic scenario are 
executed over a finite time interval (0, )T for m miss distance cycles and a collision cycle.  

In each miss distance cycle, N particles are simulated and the cycle is ended if the simulation of each 
particle has ended, either because a particle has reached the next miss distance boundary, or because a 
particle has reached the end time of the simulationT . In miss distance cycle c , the number of simulation 
objects that hit miss distance boundary cd is denoted as h

cN and the fraction of miss distance boundary hits 

is /h
c cN Nγ = . At the end of cycle c , independent copies are sampled from the h

cN simulation objects that 

have reached cd , such that there are N simulation objects that satisfy boundary condition cd for continuing 

the simulation in the next cycle 1c + . If during cycle c , no simulation object reaches cd within (0,T), then

0h
cN = , 0cγ = and the IPS MC simulation stops there. The probability of reaching the miss distance 
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boundary at the end of a sequence of miss distance cycles md within a certain timeT is estimated as

1 1

{ }
hm m
c

m c
c c

NP T
N

τ γ
= =

< = =∏ ∏ .  

For instance, consider an IPS MC with 1000 particles and two miss distance cycles, where the first cycle has 
a boundary at 100 m horizontally and 30 m vertically, and the second cycle has a boundary at 50 m 
horizontally and 15 m vertically. Now if in 50 of the simulations the first miss distance boundary is achieved, 
then 1 50 /1000 0.05γ = = and the complete state spaces of these 50 particles are resampled as a basis for 

the state spaces of the continuing simulation of 1000 particles at the start of the second miss distance 
cycle. Now if in 100 of these continued simulations the second miss distance boundary is achieved, then

2 0.1γ =  and the complete state spaces of these 100 particles are resampled for the state spaces of the 

continuing simulation of 1000 particles at the start collision cycle. In combination the probability of 
attaining the second miss distance boundary is estimated as 2 1 2{ } 0.005P Tτ γ γ< = = . 

In the collision cycle, N particles are simulated. Typically, the state space is based on resampling of the 
state space of particles that reached the last miss distance boundary md . However, a collision cycle may 

also be started without any miss distance boundary (i.e. for 0m = ) and in this case the state space is based 
on the initial conditions of the scenario of the simulation. The collision cycle is ended if each particle has 
reached the end time of the simulationT . In the collision cycle, all collisions between drones are counted 
and drones involved in a collision are removed from the simulation. The collision cycle thus provides an 
estimate of the mean number of drone collisions. For instance, consider that in above example of 1000 
particles and two miss distance cycles, there are 992 particles without a collision, 6 particles with a single 
collision, and 2 particles with collisions of 2 aircraft pairs. For these numbers the mean number of collisions 
per particle, given the start at the second miss distance boundary, is (6 2 2) /1000 0.01+ × = . In 
combination with the probability of attaining the second miss distance boundary, the estimate of the mean 
number of collisions per particle is 50.005 0.01 5 10−× = ⋅ . 
 
Risk decomposition 

A risk decomposition may be applied in support of the assessment of rare global failures. Herein the risk
( )R d is decomposed in a component ( )NGFR d without any global failure modes and a component ( )GFR d  

with one or more global failure modes: ( ) ( ) ( )NGF GFR d R d R d= + . We will explain the risk decomposition 

for an agent-based model with global systems with modes , , { , }t G i W Fκ ∈ with 1 Gi N=  , where W denotes 

that the system is working and F denotes that the system is failing. We denote the number of global systems 
that are in a failure mode as GF

tn . With this, above equation can also be written as

( ) ( | 0) ( 0) ( | 0) ( 0)GF GF GF GF
t t t tR d R d n P n R d n P n= = = + > > . For rare failure conditions the term

( 0) 1GF
tP n = ≈ and the term ( 0)GF

tP n > is some low value determined by the failure probabilities. The term

( | 0)GF
tR d n = is the risk given that there are no global failure conditions. It is evaluated by IPS MC simulation 

with all global systems set as working, i.e. , ,: t G ii Wκ∀ = . The term ( | 0)GF
tR d n > is the risk given that there 

are one or more global failure conditions. It is evaluated by a set of IPS MC simulations with one or more 
global systems set as failing, i.e. , ,: t G ii Fκ∃ = . 



 
 
 

26 

NLR-CR-2021-050-RevEd-1  |  November 2021 
 

4 D(emo)-CRAT software 

D(emo)-CRAT software has been developed for simulation of the agent-based models highlighted in Section 
3. The software architecture is introduced in Section 4.1. The user experience is presented in Section 4.2. 

4.1 Software architecture 

The D(emo)-CRAT software is conceptually decoupled into two main blocks, a Frontend and a Backend. The 
Backend handles the simulation process by applying the models described in [6]. The Frontend provides an 
interface for the user to visualise and interact with the simulation configuration and results. This high level 
architecture is depicted in Figure 4. Details of the software design are presented in [7]. 
 

 
Figure 4: Highest level architectural design. 

 
The Backend provides the whole set of functionalities that are needed for the execution of the D(emo)-
CRAT simulation models. This includes: 
• Data structures containing the parameters of a simulation (as well as validation functions for these 

parameters); 
• Creation and execution of simulation objects that implement the agent-based modelling approach 

described in [6], as well as access to simulation results; 

• Functions for interaction with more complex simulation constructs (e.g. IPS) that make use of simple 
simulation objects. 

The Backend has been developed almost exclusively from the C++ standard library. Exceptions are the 
functions for parsing/writing of JSON files, which is based on Rapidjson. The Backend encapsulates a C++ 
implementation of DAIDALUS, which was developed by NASA and made available on GitHub [57]. 
 
The Frontend acts as an interface between the user and the Backend, as shown in Figure 5. It provides 
methods for definition of simulations, interaction with simulations and visualisation of the results (see use 
cases in Table 2). The graphics development environment used for the D(emo)-CRAT GUI is the C++ QT 
framework as adopted in [5]. The GUI low-level widgets (menus, buttons,…) were generated using QT base 
widgets. Higher level widgets (map, work tree) were generated with custom graphics classes. Finally, non-
graphics classes use QT libraries as well as pure C++ code. The GUI is based on the QApplication QT class. In 
particular, all the graphics widgets communication are based on the QApplication loop and its signal/slot 
communication mechanism. 
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Figure 5: Use-case diagram for the Frontend. 

 

Table 2: Use cases of the D(emo)-CRAT Frontend 

Use Case Description 

Define 
simulations 

Describes the interaction of the user with the Frontend for the configuration of the 
parameters of a simulation. For these, there exists a number of restrictions that 
must be met, which are verified through use case Validate Inputs. This validation is 
done through the functionalities exposed by the Backend. If validation fails, an error 
message is displayed. 

Make simulation 
requests 

Describes the request by a user to initiate a simulation. This use case makes a 
request to the Backend to run the simulation models (use case Simulate). In the 
event of failure, the user is warned by an error message. 

Interact with 
simulations 

Represents user interaction during the time when the Backend is simulating. This 
includes visualisation of the simulation progress, the ability to stop a simulation in 
progress, or interaction with simulations with the IPS. 

Visualise 
simulation 

outputs 

This use case is associated to the user visualising and interpreting the simulation 
results provided by D(emo)-CRAT. 
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4.2 User experience 

This section gives an introduction on the user experience of D(emo)-CRAT; a detailed user manual is 
provided separately in [8]. 
 
The main window of D(emo)-CRAT (Figure 6) presents of three modes of operation: 
1. Configuration: Allows the user to define a simulation by setting the parameters of the agent-based 

models (e.g. define urban areas and flight zones, set customer demand, etc.), as well as to set the 
parameters of the IPS MC simulation.  

2. Simulation: Allows the user to interact with the progress of a simulation. The GUI provides feedback of 
the current simulation status (execution progress and partial results). If a simulation finishes, a simulation 
folder with the results is created. 

3. Visualization: Allows the user to visualise the results of a completed simulation. The GUI provides tools 
for loading and analysing the simulation results for quantitative risk assessment. 
 

 
Figure 6: Main window. 

4.2.1 Configuration settings 

In the configuration mode, the user can adapt the default values of all parameters of the agent-based 
model and the IPS MC simulation. This is done via a series of tabs as illustrated in Figure 6. For instance, 
shown Geometry tab allows the user to set positions of the airports and urban areas and the overall flight 
zones employed in the simulations. As another example, Figure 7 shows the tab for defining parameters for 
the response by the PIC to DAA advisories, such as probabilities of response modes, moments of the 
probability density function for response delay, and extrema of rates of turn and climb/descent.  
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Figure 7: Scenario configuration for PIC reaction to DAA. 

4.2.2 Simulation mode 

The simulation mode allows the user to manage and see the progress of a simulation. Figure 8 shows the 
simulation mode panel. The simulation progress is indicated by the percentage of overall simulation done, 
the percentage of particles simulated in the current cycle, and by the miss distance hits in the simulated 
cycles. The red dots in the map shows the positions of aircraft that have reached a miss distance boundary. 
It is possible to adjust miss distance boundaries of cycles that have not yet been completed (this leads to a 
restart of the current cycle).   
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Figure 8: Simulation mode panel, showing simulation progress and close proximity locations (red dots). 

4.2.3 Visualization of results 

The visualization mode allows the user to study the results of a completed simulation. A full simulation is 
the result of the execution of a set of (zero to five) IPS cycles followed by a final collision cycle. For each 
type of cycle, specific cycle events are defined: for IPS cycles, the events are hits of the corresponding miss 
distances, whereas for collision cycles, events are collisions. The simulation outputs in the visualisation 
mode are classified in global results and cycle-specific results. 
 
In the tab Global Results, the following statistics are provided: 
• P1. Probability per simulation time frame that any aircraft pair hits the miss distance boundary of a 

cycle, which is shown for each of the miss distance cycles (Figure 9).  
• P2. Probability per flight hour that an aircraft hits the miss distance boundary of a cycle.  
• P3. Probability per flight that an aircraft hits the miss distance boundary of a cycle.  
• Collision cycle: Average numbers of aircraft pair collisions per simulation time frame, average number 

of aircraft colliding per flight hour, average number of aircraft colliding per flight. 
 



 
 
 

31 

NLR-CR-2021-050-RevEd-1  |  November 2021 
 

 
Figure 9: Global results P1: probability any aircraft pair hits miss distance boundary of a cycle (per 
simulation time frame). 

 
The tab Cycle-specific results includes maps of the region with points for the positions of aircraft that are 
involved in miss distance hit in an IPS cycle, or that are involved in a collision (Figure 10). As such it provides 
insight into the areas that are most safety-critical. 
 

 
Figure 10: Visualization of the aircraft positions in miss distance hits or collisions. 
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The Particular conditions tab (Figure 11) shows statistics of modes/conditions of global variables (affecting 
all aircraft) or local variables (affecting a single aircraft) in combination with the event of attaining a miss 
distance boundary (in an IPS cycle), or a collision. 
 

 
Figure 11: Average numbers of aircraft (per simulation time frame) for miss distance / collision events and 
specific values of global or local (aircraft specific) conditions in the agent-based model. 
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5 Illustrative simulation and risk results 

This section shows simulation and risk results for missions in the chosen urban area south of Paris. Section 
5.1 provides illustrative results for each of the mission types. Section 5.2 gives illustrative results for cycles 
in the IPS MC simulation, for the risk decomposition, and for the computational load of the MC simulations. 
Section 5.3 gives results for a sensitivity analysis of airspace characteristics, air traffic density and of 
manners of response by the pilot in command to DAA advisories. 

5.1 Mission types results 

D(emo)-CRAT includes four types of mission and each of them are illustrated in this section for a scenario 
without DAA and a scenario with DAA. In each of these cases the probability of attaining a close proximity 
event with horizontal and vertical miss distances within 50 m and 15 m, respectively, is compared and the 
locations of the close proximity events are illustrated. 
 
Figure 12 illustrates the results for UAS en-route crossing operations, flying at random levels between 2000 
and 3000 ft, with a mean time between the flights of 900 s. The duration of each simulated period (end 
time of customer demand) is 12 hours and 10,000 simulation particles are used. This implies that the total 
number of expected flights in the simulation is 480,000. Horizontal DAA zones are set at 1500 m, vertical 
DAA zones are set at 75 m, and the distance filtering factor is set at 1.5 (see also Section 5.3). Without DAA, 
the traffic leads to a close proximity probability of P=4.0e-4 per flight or P=2.9e-3 per flight-hour. With DAA, 
the close proximity probability is reduced by a factor 10 to P=5.0e-5 per flight or P=3.0e-4 per flight-hour. It 
can be recognised in the right pane of Figure 12 that many of the remaining close proximity events are 
close to the boundaries of the overall flight zone. At these boundaries the drones enter and exit the 
simulations and the possible DAA effectiveness is impacted negatively due to the sudden appearance of 
intruders. Without this model boundary effect, the risk reduction by the DAA system would thus be higher.  
 

      
Figure 12: Close proximity events (HMD≤50m, VMD≤15m) for UAS en-route crossing operations (random 
flight levels). Left figure: without DAA, P=5.0e-4/fl, P=2.9e-3/fl-hr. Right figure: with DAA, P=5.0e-5/fl, 
P=3.0e-4/fl-hr. 



 
 
 

34 

NLR-CR-2021-050-RevEd-1  |  November 2021 
 

Figure 13 illustrates the results for UAS en-route airport operations flying at random levels between 2000 
and 3000 ft, with a mean time between the flights of 900 s. The duration of each simulated period (end 
time of customer demand) is 12 hours and 1000 simulation particles are used. This implies that the total 
number of expected flights in the simulation is 48,000. Horizontal DAA zones are set at 1500 m, vertical 
DAA zones are set at 75 m, and the distance filtering factor is set at 1.5  (see also Section 5.3). Without 
DAA, the traffic leads to a close proximity probability of P=1.3e-2 per flight or P=5.9e-2 per flight-hour. With 
DAA, the close proximity probability is reduced by a factor 22 to P=6.0e-4 per flight or P=2.7e-3 per flight-
hour. It can be recognised in the right pane of Figure 13 that many of the remaining close proximity events 
are close to the model boundaries at the airports. This is a same model boundary effect as recognised in 
Figure 12. The risk levels in Figure 13 are higher than in Figure 12 as a result of the larger traffic density in 
the narrow flight zone between the airports. Interestingly, the risk reduction by the DAA system is also 
higher in Figure 13, presumably because it is easier to reduce the higher initial risk levels (without DAA). 
 

      
Figure 13: Close proximity events (HMD≤50m, VMD≤15m) for UAS en-route airport operations (random 
flight levels). Left figure: without DAA, P=1.3e-2/fl, P=5.9e-2/fl-hr. Right figure: with DAA, P=6.0e-4/fl, 
P=2.7e-3/fl-hr. 

 
Figure 14 illustrates the results for air taxi operations between Orsay and Brétigny-sur-Orge flying at 
random levels between 400 and 2000 ft, with a mean time between the flights of 600 s. The duration of 
each simulated period (end time of customer demand) is 12 hours and 1000 simulation particles are used. 
This implies that the total number of expected flights in the simulation is 72,000. Horizontal DAA zones are 
set at 1500 m, vertical DAA zones are set at 100 m, and the distance filtering factor is set at 1.5  (see also 
Section 5.3). Without DAA, the traffic leads to a close proximity probability of P=6.7e-3 per flight or P=2.2e-
2 per flight-hour. With DAA, the close proximity probability is reduced by a factor 4.5 to P=1.5e-3 per flight 
or P=4.8e-3 per flight-hour. It can be recognised in the right pane of Figure 14 that in this simulation all of 
the remaining close proximity events are in the urban areas. Several factors contribute to this 
phenomenon: (1) during vertical take-off and landing (VTOL) the DAA system is not active, since it was not 
designed for VTOL operations; (2) aircraft approaching an urban area can suddenly encounter air taxies that 
are in VTOL without sufficient time to react; (3) air taxies may use nearby arrival or departure positions and 
thus come in close proximity. These factors are likely to contribute to the lower risk reduction for the air 
taxi operations in comparison with UAS en-route operations in Figure 12 and Figure 13. 
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Figure 14: Close proximity events (HMD≤50m, VMD≤15m) for air taxi operations between Orsay and 
Brétigny-sur-Orge (random flight levels). Left figure: without DAA, P=6.7e-3/fl, P=2.2e-3/fl-hr. Right figure: 
with DAA, P=1.5e-3/fl, P=4.8e-3/fl-hr. 

 
Figure 15 illustrates results for surveillance & loitering operations between in an area with a radius of 8000 
m flying at random levels between 50 and 400 ft, with a mean time between the flights of 300 s and a mean 
flight duration of 1200 s. The duration of each simulated period (end time of customer demand) is 2 hours 
and 1000 simulation particles are used. This implies that the total number of expected flights in the 
simulation is 24,000. Horizontal DAA zones are set at 750 m, vertical DAA zones are set at 50 m, and the 
distance filtering factor is set at 1.5. Without DAA, the traffic leads to a close proximity probability of 
P=2.0e-2 per flight or P=7.1e-2 per flight-hour. With DAA, the close proximity probability is reduced by a 
factor 7 to P=2.6e-3 per flight or P=9.7e-3 per flight-hour. As explained for the air taxi operations, the 
effectiveness of the DAA system is limited by VTOL operations. So this can also be expected to limit the DAA 
effectiveness for the surveillance & loitering operations.  
 

     
Figure 15. Close proximity events (HMD≤50m, VMD≤15m) for surveillance & loitering operations (random 
flight levels). Left figure: without DAA, P=2.0e-2/fl, P=7.1e-2/fl-hr. Right figure: with DAA, P=2.6e-3/fl, 
P=9.7e-3/fl-hr. 
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Figure 16 illustrates results for a scenario with mixed traffic consisting of UAS en-route crossing operations 
and air taxi operations between Orsay and Brétigny-sur-Orge. Both types of operations are at random levels 
between 200 and 2000 ft and the mean time between flight initiation is 600 s for each operation type. The 
duration of each simulated period (end time of customer demand) is 12 hours and 7000 simulation 
particles are used. This implies that the total number of expected flights in the simulation is about 1 million. 
Horizontal DAA zones are set at 1500 m for both operations, vertical DAA zones are set at 75 m for UAS en-
route and at 100 m for air taxi operations, and the distance filtering factor is set at 1.5. Without DAA, the 
traffic leads to a close proximity probability of P=4.4e-3 per flight or P=1.9e-2 per flight-hour. With DAA, the 
close proximity probability is reduced by a factor 6.2 to P=3.0e-3 per flight or P=7.1e-4 per flight-hour. 
D(emo)-CRAT allows to inspect the average number of aircraft with some local condition, such as the 
operation type, at a miss distance boundary. While 50% of the flights are air taxi operations and 50% are 
en-route crossing operations, it follows from this data that without DAA 86% of the close proximities 
concern air taxi operations and 14% are en-route crossing. This can be explained by the larger density of air 
taxi operations. In the case with DAA, it follows that 93% are air taxi and 7% are en-route crossing. This is 
indicative of the larger effectiveness of the DAA system for the en-route crossing operations, as also 
recognised earlier in Figure 12 and Figure 14. 
 

     
Figure 16: Close proximity events (HMD≤50m, VMD≤15m) for mixed traffic consisting of air taxies and en-
route crossing operations (free flight with random flight levels). Left figure: without DAA, P=4.4e-3/fl, 
P=1.9e-2/fl-hr. Right figure: with DAA, P=7.1e-4/fl, P=3.0e-3/fl-hr. 

5.2 IPS, risk decomposition and computational load 

Monte Carlo simulation with Interacting Particle Systems and risk decomposition of global failure 
conditions are characteristic features of D(emo)-CRAT, which are intended to accelerate the risk 
assessment process. This section illustrates these features and the computational load of the simulation 
process. 
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Figure 17 and Figure 18 illustrate results of an IPS MC simulation for a scenario with air taxi operations 
between Orsay and Brétigny-sur-Orge with a mean time between flights of 600 s. The duration of each 
simulated period (end time of customer demand) is 12 hours and 5000 simulation particles are used, 
implying a total of 360,000 flights. Horizontal DAA zones are set at 1500 m, vertical DAA zones are set at 
100 m, and the distance filtering factor is set at 1.5 (see also Section 5.3). All flights are planned to use the 
same altitude of 1200 ft (thus inducing a large risk). Four IPS cycle were used with the following limits: 
• Cycle 1: HMD≤100m, VMD≤30m, 
• Cycle 2: HMD≤50m, VMD≤15m, 
• Cycle 3: HMD≤25m, VMD≤10m, 
• Cycle 4: Collision, implying HMD≤11.3m, VMD≤2.5m being the size of the air taxi. 
Figure 17 shows the decrease in the density of proximity/collision events in the sequence of cycles and 
Figure 18 shows the decrease in event probability over the cycles, going down from 1.0e-2 to 1.0e-4 events 
per flight.  
 

 
Figure 17: Close proximity and collision events in four subsequent IPS cycles for air taxi operations between 
Orsay and Brétigny-sur-Orge (middle flight level). Cycle 1: HMD≤100m, VMD≤30m. Cycle 2: HMD≤50m, 
VMD≤15m. Cycle 3: HMD≤25m, VMD≤10m. Cycle 4: collisions. 
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Figure 18: Probabilities of close proximity and collision events in four subsequent IPS cycles for air taxi 
operations between Orsay and Brétigny-sur-Orge (middle flight level) as shown in Figure 17. 

 
Figure 19 and Figure 20 illustrate results of an IPS MC simulation with risk decomposition for global failure 
conditions concerning the availability of the C2 system in the region (Working or Lost) and the accuracy of 
GNSS in the region (Normal or Reduced). Decomposition for these two global failure modes implies four 
combinations of conditions. The scenario considers UAS en-route airport operations flying at an altitude of 
2500 ft and a mean time between flights of 900 s. The duration of each simulated period is 12 hours and 
1000 simulation particles are used for each risk decomposition condition, implying the simulation of about 
36,000 flights per condition and about 144,000 flights in total. Horizontal DAA zones are set at 1500 m, 
vertical DAA zones are set at 75 m, and the distance filtering factor is set at 1.5 (see also Section 5.3). The 
locations of close proximities (Figure 19) are along the corridor and in particular near the airports, due to 
the lack of planning of arrivals and departures. 
 

 
Figure 19: Close proximity events (HMD≤50m, VMD≤15m) for UAS en-route airport operations (middle flight 
levels), including DAA and risk decomposition. 
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Figure 20 shows the conditional probabilities of close proximities given each of the combinations of the risk 
decomposition as well as the combined probability for cases with and without DAA. There are no distinctive 
differences between the risk levels for the various conditions, but some risk increase can be observed for 
situations with DAA where both the C2 system is lost and the GNSS system has a reduced accuracy. The 
small differences indicate that the risk is now mostly driven by the nominal conditions, including the lack of 
departure and arrival planning. If the nominal risk would be lower, the risk increase due to the global failure 
conditions may be relatively higher. The total risk is almost completely determined by the situation without 
global failure conditions due to the low probability of the failure conditions and the small differences in the 
conditional risks. 
 

 
Figure 20: Conditional probabilities of close proximity events (HMD≤50m, VMD≤15m) given the 
combinations of the risk decomposition and the total (combined) probability for UAS en-route airport 
operations (middle flight levels) as shown in Figure 19. 

 

Figure 21: Computational load for 1000 particles with varying mean in between demand times for UAS en-
route crossing operations (left figure) and air taxi operations (right figure). 
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Figure 21 provides results on the computational load of the IPS MC simulation for UAS en-route operations 
at 2500 ft and air taxi operations between Orsay and Brétigny-sur-Orge at 1200 ft. In all simulations the 
duration of each simulated period is 12 hours and 1000 simulation particles are used. The mean time 
between flights is set at 300, 600 or 900 s, implying that the expected number of flights is 144, 72, or 48 per 
simulated period. Horizontal DAA zones are set at 1500 m for both operations, vertical DAA zones are set at 
75 m for UAS en-route and at 100 m for air taxi operations, and the distance filtering factor is set at 1.5. IPS 
MC simulation has been done with a first cycle of proximities with HMD≤50m and VMD≤15m, and a second 
cycle up to collisions. All simulations were done on a computer with a Xeon Silver 4114 CPU@2.2gHz (10-
core, 20 threads). The computation times shown in Figure 21 make clear that there is a huge difference in 
the cases without DAA and with DAA system. Without DAA the computation time ranges from about 20 to 
150 s, which is roughly about 1 ms per simulated flight. With DAA, the computation time ranges between 
16 and 137 minutes for the UAS en-route scenario and between 52 minutes to 10 hours for the air taxi 
scenario. So the computation time is about 60 to 250 times higher with DAA. The largest factor is attained 
for the air taxi scenario with a mean time between flights of 300 s. In this scenario the traffic density is 
largest, implying that here the DAA system is called upon most frequently and is most likely to have 
multiple intruders. 

5.3 Sensitivity analysis 

A key advantage of a MC simulation-based approach for safety risk assessment is that is straightforward to 
assess the impact of changes in parameter values representing settings of technical systems, human 
operator performance, and environmental factors in the scenarios. Such sensitivity analysis provides a basis 
to evaluate the safety-relevance of components in the operation and it provides a basis to set requirements 
on minimum performance levels assure target levels of safety. In this section various examples of sensitivity 
analysis are provided; of course these are just a small sample of the sensitivity analyses that may be 
performed. 

5.3.1 DAA zones 

The key element for avoiding conflicts/collisions between drones in the operational concepts evaluated in 
D(emo)-CRAT is the DAA system DAIDALUS. The performance of DAIDALUS can be configured using a large 
set of configuration parameters (see overview in Section 9 of [6]). In D(emo)-CRAT nineteen of these 
configuration parameters can be tuned by the user for various types of operation. In addition, D(emo)-CRAT 
uses a “Distance filtering factor” that sets a minimum distance another aircraft such that it is incorporated 
in a DAIDALUS call. In the sensitivity analysis the following groups of parameters are varied: 
• Horizontal DAA zones, which represent the parameters “DMOD of corrective/warning alert hazard 

zones” and “Minimum horizontal separation used in the computation of recovery manoeuvres”; 
• Vertical DAA zones, which represent the parameters “Vertical separation threshold of 

corrective/warning alert hazard zones” and “Minimum vertical separation used in the computation of 
recovery manoeuvres”. 

 
Figure 22 shows the impact of variation of the horizontal and vertical DAA zones for UAS en-route airport 
operations flying at a same level with mean time between flights of 300 s. Similarly, Figure 23 shows these 
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relations for air taxi operations between Orsay and Brétigny-sur-Orge flying at a same level with mean time 
between flights of 300 s. The risk fraction is the probability of a close proximity event (HMD≤50m, 
VMD≤15m) attained by the DAA system in comparison to a scenario without DAA. The graphs shows that 
the risk fractions decrease for larger horizontal and vertical zones until they reach values where there is no 
or little gain.  
 

Figure 22: Relative risk reductions for close proximity events by DAA (with respect to scenarios without DAA) 
for various settings of horizontal and vertical DAA zones in UAS en-route airport operations.  

 

Figure 23: Relative risk reductions for close proximity events by DAA (with respect to scenarios without DAA) 
for various settings of horizontal and vertical DAA zones in air taxi operations. 

5.3.2 Flight level planning, airspace configuration and traffic density 

Next, close proximity probabilities are compared for simulations with variations in flight level planning, 
airspace configuration, and traffic density. The reference scenario considers UAS en-route airport 
operations with drones flying at 2500 ft and a mean interval between the flights of 900 s (i.e. 4 
aircraft/hour). The duration of each simulated period is 12 hours and 1000 simulation particles are used. 
Horizontal DAA zones are set at 1500 m, vertical DAA zones are set at 75 m, and the distance filtering factor 
is set at 1.5. The locations of the close proximities in this case are similar to those for the scenario depicted 
in Figure 19. 
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Figure 24 compares the impact of drones flying randomly between 2000 and 3000 ft rather than all at 2500 
ft. Without DAA, the risk is reduced by a factor 10 as a result of the vertically distributed flights. With DAA, 
the risk is reduced by a factor 12 due to combination of vertically dispersed flights and the DAA advisories. 

 

Figure 24: Probability of close proximity events (HMD≤50m, VMD≤15m) for UAS en-route airport operations 
employing middle flight levels versus random flight levels. 
 
Figure 25 compares the impact of employing heading dependent altitude layers between the airports. This 
implies in this case that the flights moving to the south-east are planned to fly at 2250 ft and the flights 
moving to the north-west are planned to fly at 2750 ft altitude. Without DAA, this leads to a risk reduction 
of a factor 5. Here the remaining risk may be attributed to flights flying to the same airport with different 
speed. With DAA, the risk is reduced by a factor 10.  
 

 
Figure 25: Probability of close proximity events (HMD≤50m, VMD≤15m) for UAS en-route airport operations 
with heading dependent altitude layers or not (middle flight levels). 
 
Figure 26 compares the impact of the doubling the traffic density from 4 to 8 aircraft per hour (on average). 
Without DAA, this leads to increase in the risk of a close proximity by a factor 1.3. With DAA, the doubling 
of the traffic increases the risk by a factor 2.7. It could be that the seemingly lower DAA effectiveness is 
actually a result of the increase of the likelhood of a close proximity directly near one of the airports (where 
the DAA system cannot be effective due to the model boundary). 
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Figure 26: Probability of close proximity events (HMD≤50m, VMD≤15m) for UAS en-route airport operations 
(middle flight levels) with mean number of aircraft being 4 or 8 aircraft per hour. 

5.3.3 PIC response to DAA 

In the agent-based model each operation is controlled by a pilot-in-command (PIC) in remote pilot station 
(RPS) via a command and control (C2) datalink. The performance of the PIC in responding to the 
downlinked DAA advisories is an important factor in the effectiveness of the joint cognitive system 
consisting of the DAA system and the PIC. The model of the PIC performance includes a model for the delay 
in response and for the response mode. 
• The response delay is chosen from a lognormal distribution. For the sensitivity analysis two settings are 

used: 
o Slow: mean delay is 9 s and standard deviation is 3 s (these settings are in line with 

observations in human-in-the-loop simulations in [62]); 
o Quick: mean delay is 3 s and standard deviation is 1 s. 

• The response mode distinguishes between a mode where the PIC responds and a mode where the PIC 
does not respond to a DAA advisory. Given that the PIC responds, there can be three types of PIC 
response. which are studied in the sensitivity analysis: 

o Altitude Response: The PIC responds to DAA altitude guidance only; 
o Direction Response: The PIC responds to DAA direction guidance only; 
o Both: The PIC responds both to direction and altitude guidance. 

 
Figure 27 shows risk reduction factors for close proximity events (HMD≤50m, VMD≤15m) for the PIC 
response options in UAS en-route crossing operations at an altitude of 2500 ft and mean time between the 
flights of 900 s. Horizontal DAA zones are set at 1500 m, vertical DAA zones are set at 75 m, and the 
distance filtering factor is set at 1.5. The risk reduction factor is the close proximity probability for a 
scenario without DAA divided by the close proximity probability for a scenario with DAA and a PIC response 
option. It follows that the largest risk reduction is attained of the PIC responds both to the direction and 
altitude guidance with a small delay. If the PIC would only respond to one of the guidance dimensions, it is 
more effective to only change altitude than to only change direction. 
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Figure 27: Close proximity risk reduction factors for types of PIC responses to DAA advisories in UAS en-route 
crossing operations: altitude response only, direction response only, both altitude & direction response, slow 
and quick response. 

 
Similarly, Figure 28 shows the risk reduction factors for air taxi operations between Orsay and Brétigny-sur-
Orge at an altitude of 1200 ft and a mean time between the flights of 600 s. Horizontal DAA zones are set at 
1500 m, vertical DAA zones are set at 100 m, and the distance filtering factor is set at 1.5. Also here the 
largest risk reductions are achieved if the PIC responds to both the direction and altitude guidance, but 
remarkably there is almost no difference between the slow and quick responses. Responses to only altitude 
guidance are more effective than to only direction guidance for slow responses, but there is no difference 
in these risk reduction factors for quick responses. This limited impact of the response delay is not 
understood completely. It may be related to the smaller speeds of the air taxies.  
 

 
Figure 28: Close proximity risk reduction factors for types of PIC responses to DAA advisories in air taxi 
operations: altitude response only, direction response only, both altitude & direction response, slow and 
quick response. 
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6 Recommendations 

This chapter provides recommendations for future developments of the Drone Traffic Collision Risk 
Assessment Tool (D-CRAT). The following types of recommendations are provided: 
• Extended human machine interface (HMI) 
• Conflict management functions 
• Extended DAA systems 
• Other types of risk 
• Extended modelling 
• Generic tool for agent-based dynamic risk modelling. 
 
For each recommendation an initial assessment has been provided regarding the timescale and effort of 
execution of the recommendation.  
• Timescale: short-term / mid-term / long-term. A shorter timescale indicates that a swift execution of 

the recommendation it expected to bring a considerable advantage for D-CRAT. 
• Effort: small / medium / large. This is a rough indication of the expected effort for the execution of the 

recommendation. 

6.1 Extended HMI 

Visualization of selected flight data 
Timescale: short-term Effort: medium 

D(emo)-CRAT shows aircraft positions for miss distance events and collisions, in addition to statistics 
related to these events. In support of validation and verification of the models, as well as for enhanced 
analysis of scenarios, it is strongly advised to extend the visualization of simulation results. 
• To show the trajectories of selected drone flights in horizontal (x,y) and vertical (z,t) planes. Selection 

should be possible for particular types of operations, e.g. air taxi, surveillance & loitering, for 
particular conditions, e.g. a bad weather case or an engine failure, and for flights involved in miss 
distance events or collisions. 

• To show the DAA advisories of selected drone flights.  
• To show global system modes (e.g. C2 Link Region Lost, Unexpected Adverse Weather) and system 

modes of selected drone flights (e.g. Engines Failure, ADS-B Lost).  
 

Enhanced set of simulation metrics 
Timescale: short to medium-term Effort: small - medium 

The number of simulation metrics can be extended following feedback from users. Some examples are 
the following: 
• Allow the user to achieve statistics over specified regional zones, e.g. an area between urban zones. 
• Allow the user to achieve statistics for particular flight phases, e.g. during VTOL. 
The timescale and effort would depend on the feedback from users. 
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Extension of the HMI & simulation functionalities 
Timescale: short-term Effort: small 

HMI and simulation functionalities can be extended following feedback from users. Some examples are 
the following: 
• To allow the user to discard the collision layer in the MC simulation, but to proceed until a miss 

distance boundary in a last simulation layer. In such last layer, it should be possible to proceed 
simulation after the first miss distance event, so as to possibly detect multiple miss distance events. 

• To analyse the possibility to allow the user to perform MC simulation with fixed replication (fixed 
seed of random number generator). 

• To shows the name of a scenario during a simulation. 
• To not visualize old simulation results after starting a new simulation. 
• To automatically load the configuration file of a simulation when displaying simulation results. 
• To assure that a “jamming” grey square in the map display is always removed. 
• Others... 

6.2 Conflict management functions 

Strategic deconfliction of flight plans 
Timescale: short to mid-term Effort: small - medium 

Inclusion of strategic deconfliction algorithms in the drone traffic generator, which provide flight plans 
that are optimised for operational goals and priorities, while assuring strategically planned separation 
minima. Such extension increases the level of realism that can be attained by the simulations, as 
strategic deconfliction (CORUS phase U2) is expected to play an important role in safety management of 
drone operations.  
• In D(emo)-CRAT strategic deconfliction has been excluded completely and this can lead to peculiar 

conflicts, such as an air taxi and a drone taking-off from a very nearby location in an urban area. To 
avoid such conflicts, it is advised to include some basic strategic deconfliction rules, focusing on the 
start and end of flights, at a short stage (small effort). 

• In addition, developing concepts of more advanced strategic deconfliction strategies may be 
included in future developments (mid-term, medium effort). 

 
Dynamic capacity management 

Timescale: mid-term Effort: medium 
Inclusion of dynamic capacity management algorithms in the drone traffic generator in combination with 
setting of capacity-related scenario configuration parameters. For instance, rules could be added to 
restrict particular operations, depending on the overall demand for operations. Such rules would build 
on concepts for dynamic capacity management. D-CRAT simulations can thus support assessing the 
effectiveness of different dynamic capacity management strategies. 

 
Tactical conflict resolution by UTM 

Timescale: mid to long-term Effort: medium - large 
Inclusion of models for tactical conflict resolution by UTM in the agent-based modelling. Such models 
must be based on further development of the definition of such U-space service. This may include 
models for human operators, surveillance and communication systems of UTM providers. D-CRAT 
simulations can thus support assessing the effectiveness of different UTM concepts. The timescale and 
effort depend on the concept development and required level of detail of the models.  
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Interaction with ATC 
Timescale: mid to long-term Effort: medium 

Inclusion of models for the interface of drone operators and UTM with ATC can support the assessment 
of procedures and systems for the interface with ATC. It is especially relevant for assessment of collision 
risk with manned aircraft. The foreseen type of interaction is diverting / holding of manned or unmanned 
aircraft in special (contingency) situations. Assuming that this may be represented by some basic models, 
the effort can be medium. 

 
Geofencing 

Timescale: mid-term Effort: medium 
Inclusion of the definition of no-fly zones as well as models for geofencing systems. D-CRAT simulations 
can thus support assessing the effectiveness of geofencing systems via the airspace infringement risk and 
possibly ground and collision risks. 

 

6.3 Extended DAA systems 

D(emo)-CRAT has integrated DAIDALUS [30] developed by NASA as DAA system, because it is a reference 
implementation of the DAA MOPS [2], because its code is readily available under NASA’s Open Source 
Agreement [57], and because it has easily tuneable parameters for adjustment to various types of 
operations. DAIDALUS was developed to provide manoeuvring guidance to pilots in command of large UAS 
to remain well clear and to recover from well-clear violations. The manoeuvring guidance in DAIDALUS was 
designed such that they are not in conflict with resolution advisories of airborne collision avoidance 
systems like TCAS II, but DAIDALUS itself does not incorporate a (short-term) collision avoidance 
functionality. DAIDALUS does not incorporate a specific surveillance and tracking module for filtering and 
fusion of surveillance data sources, but it assumes that position and speed of ownship and intruders are 
available. In D(emo)-CRAT simulations we found that the calculations by DAIDALUS tend to be a major 
component in the overall computational load of the MC simulations. 
 

Enhanced tuning and modification of DAIDALUS 
Timescale: short to mid-term Effort: small - medium 

During the integration of DAIDALUS in D(emo)-CRAT we received valuable feedback from NASA 
developers. It is advised to extend the initial coordination with NASA. 
• To try to further improve the integration of DAIDALUS and the tuning of its parameters for the 

various types of operations. The objective is to improve the risk reduction and to reduce the 
computational load. This can be done at a short-term and for a small effort. 

• While DAIDALUS was developed for large UAS in higher airspaces, it may be possible to modify some 
of its algorithms to other types of operations, such as vertical take-off and landing phases by air 
taxies. The opportunity may be discussed with the NASA development team, and changes in the 
DAIDALUS algorithms could be made (mid-term, medium effort). 
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Other DAA / ACAS systems for UAS 
Timescale: mid to long-term Effort: medium - large 

It is advised to extend the library for simulation of additional DAA / ACAS systems, including the 
following. 
• ACAS Xu is an airborne collision avoidance system for large UAS without hovering functionalities, 

which includes DAA RWC advisories as well as ACAS resolution advisories [1]. ACAS Xu includes a 
Surveillance and Tracking Module (STM) including fusion and filtering of various surveillance sources. 
This is an advantage, since no assumptions about surveillance and tracking, or separate surveillance 
and tracking algorithms have to be incorporated. ACAS Xu includes a Threat Resolution Module 
(TRM), which provides advisories based on an off-line optimised table. The use of such look-up table 
is memory intensive but supports a high computation speed. As the look-up table has been 
optimised for particular types of operations it cannot be easily used for other types of operations. 
Since response to resolution advisories is especially time-critical, responses to RAs can be handled 
most proficiently in an automatic manner by the flight management system of the UAS. Responses to 
DAA RWC advisories are expected to be handled by a PIC in a remote pilot station. The MOPS of 
ACAS Xu have been published [1] and it is expected that an implementation of ACAS Xu will be 
developed for EUROCONTROL within the coming year as part of the CAVEAT project. It is an 
opportunity to include this library in D-CRAT. 

• ACAS sXu is an airborne collision avoidance system for small UAS with hovering functionalities, which 
unifies alerting and guidance for remaining well clear and avoiding collisions [36]. ACAS sXu MOPS 
are being developed. ACAS sXu includes STM and TRM modules. It is expected that its advisories are 
handled automatically by the FMS of the small UAS. It is advised to follow the development of ACAS 
sXu and to incorporate the libraries when they become available.  

• Other DAA / ACAS algorithms 
 

Collision avoidance of ground objects 
Timescale: mid to long-term Effort: medium - large 

Systems for collision avoidance of ground objects are relevant for studying ground risk of UAS 
operations. Furthermore obstacle awareness can influence ACAS advisories. For instance in the 
development of ACAS sXu, obstacles are represented as stationary point intruders [36]. For studying 
ground risk and for studying UAS collision risk at low altitudes it is advised to incorporate obstacle 
awareness and avoidance functionalities. 
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6.4 Other types of risk 

D(emo)-CRAT supports the assessment of probabilities of close encounters and collisions between various 
types of UAS operations, including air taxi operations, surveillance & loitering operations, and UAS en-route 
operations. Future extensions of the tool may support a broader variety of risks, which are discussed 
below. 
 

Ground risk 
Timescale: long-term Effort: large 

Assessment of ground risk (fatalities and damage on the ground due to drone operations) may be 
provided by development of ground impact models, which estimate the severity and likelihood of the 
consequences of a drone hitting people or obstacles on the ground. Ground impact may be a 
consequence of a collision between two drones or of some failure condition of a single drone. 
Assessment of ground risk requires models for terrain, buildings and obstacles, as well as population 
densities. It requires detailed models for drone manoeuvring near obstacles and people, the sensors 
used, and the collision avoidance systems for ground objects and people. 

 
Airspace infringement risk 

Timescale: mid-term Effort: medium 
Airspace infringement risk (i.e. the likelihood that a drone enters a no-fly zone associated with a 
particular severity) can be assessed by definition of no fly zones, which may be dependent on the type of 
drone and mission. Such assessment can best be done in combination with modelling of geo-fencing 
systems. Furthermore, the airspace infringement risk may be coupled with the assessment of collision 
risk (manned, unmanned) and ground risk. 

 
Collision risk of drones with regular manned aircraft 

Timescale: mid-term Effort: medium - large 
Inclusion of flights by commercial air traffic (e.g. near airports) or general aviation. The agent-based 
modelling approach for the D(emo)-CRAT development allows for extension to other types of traffic and 
related technical systems and human operators. D-CRAT simulations can thus support assessing 
operational concepts and separation standards for drone operations in the vicinity of manned aircraft 
operations (commercial air transport and general aviation).  
• Collision risk may be evaluated under the assumption of no interaction between manned and 

unmanned operations, but just resulting from the trajectories in typical operations. Such evaluation 
can be done at mid-term with medium effort.  

• Alternatively, the collision risk may be evaluated including interaction between the manned flight 
(e.g. with ACAS Xa) and unmanned flight (e.g. with ACAS Xu). Such evaluation can be done at mid-
term with a large effort, depending on the availability of relevant ACAS libraries. 
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6.5 Extended modelling 

Enhanced stochastic variability 
Timescale: short to mid-term Effort: small - medium 

D(emo)-CRAT represents a limited set of hazards and types of errors. It is advised to extend the 
stochastic variability in the models, so as to extend the scope of modelling and the effectiveness of the 
IPS MC simulation. For instance, this could encompass jitter (dynamic noise) in sensors and more 
variability in PIC responses. Inclusion of jitter processes implies that models for filtering need to be 
incorporated.  

 
Flight paths 

Timescale: short to mid-term Effort: small - medium 
D(emo)-CRAT includes basic models of flight paths. The level of detail and scope can be extended in 
various ways: 
• Arrival and departure procedures for fixed-wing drones. 
• More complex routes and arrival/departure procedures. 
• To include discrete sets of flight levels in flight planning. 

 
Enhanced criteria for particle filtering 

Timescale: short to mid-term Effort: small - medium 
D(emo)-CRAT uses distance-based criteria for particle filtering. The filtering criteria may be enhanced, 
e.g. 
• Include relative speed as criterion. 
• Exclude particles in indicated regions, e.g. near model boundaries.  

 
Flight control and PIC 

Timescale: short to mid-term Effort: medium 
D(emo)-CRAT has modelled the control of all flights in a same way. Each flight is controlled by a single PIC 
in a unique RPS and flight control actions in responses to DAA advisories are only done by the PIC. This 
generic control scheme can be extended in various ways: 
• To allow for different flight control schemes, depending on type of operation. 
• To include a mode for automatic response by the flight control systems of the UA to particular types 

of DAA advisories. 
• To allow that a PIC can control multiple flights at the same time.  
• To allow that there can be multiple PICs per RPS. As such there can be a shared dependency of 

various PICS for the functioning of RPS infrastructure (e.g. C2 Link systems).   
 

Geospatial models 
Timescale: mid to long-term Effort: medium - large 

D(emo)-CRAT does not include models for terrain, buildings and obstacles. Inclusion of such models 
could support various aspects, such as: 
• The planning and conduct of flights, including manoeuvring around obstacles and setting of suitable 

altitudes. 
• They set the basis for evaluation of collision avoidance systems and ground risk. 
• Obstacles may have impact on the coverage of navigation and communication systems.   
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Population density models 
Timescale: mid to long-term Effort: medium 

Inclusion of models for population density can support the level of realism of demand for drone flights 
and they support the assessment of ground risk (drones hitting people). 

 
Navigation coverage models 

Timescale: long-term Effort: large 
GNSS-based state estimation is used for UAS navigation. In D(emo)-CRAT, failure conditions of GNSS-
based state estimation are included affecting a single UAS or all UAS in a region, using generic failure 
probabilities and mean failure times. In an urban environment satellite signals may well be blocked by 
man-made structures and buildings. In D-CRAT, inclusion of models of urban infrastructure may be 
combined with models describing the likelihood that satellite signs are blocked and GNSS-based state 
estimation is (temporarily) unavailable. Such modelling of navigation coverage could be applied in 
combination with detailed modelling of urban infrastructure.   

 
Communication coverage models 

Timescale: long-term Effort: medium - large 
C2 links are used to control a UAS by a PIC from a RPS. There exist various types of C2 link architectures, 
including Radio Line Of Sight (RLOS), Beyond Radio Line Of Sight (BRLOS), and various relay architectures. 
In D(emo)-CRAT, failure conditions of C2 links are included affecting a single UAS or all UAS in a region, 
using generic failure probabilities and mean failure times. In D-CRAT, more detailed models of C2 link 
architectures may be used to support assessing the likelihood of a drone being impacted by lack of 
communications or service coverage during flight. 

6.6 Generic tool for agent-based dynamic risk modelling 
and simulation 

In D(emo)-CRAT an agent-based model for MC simulation in support of drone traffic risk assessment was 
developed [6] and next this model was implemented in a dedicated tool [7, 8]. A separate initiative detailed 
in Appendix A aims to develop a generic tool for dynamic risk modelling and simulation. Such generic tool 
could then be used for enhanced modelling and simulation in D-CRAT as explained below.     

Development of toolset for agent-based modelling and simulation 
Timescale: long-term Effort: large 

To develop a generic user-friendly toolset that can be used for agent-based dynamic risk modelling and 
Monte Carlo simulation. Such toolset aims to give the user the graphical support to develop a dynamic 
risk model using Stochastically and Dynamically Coloured Petri Nets (SDCPN) that is automatically tested 
on satisfying all the modelling rules, to automatically generate the software for Monte Carlo simulations, 
and give the user the support to run this software to obtain simulation results. See details in Appendix A. 

 

Formulating the D(emo)-CRAT model as an SDCPN 
Timescale: long-term Effort: medium-large 

Once a toolset of agent-based modelling and simulation has been developed, the models such as those 
used for D(emo)-CRAT may be implemented in that toolset. This allows to update and extend the models 
to include other aircraft configurations, other procedures, other route structures, other agents, etc. 
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Using the toolset strategically for agent-based modelling and simulation 
Timescale: long-term Effort: medium-large 

The toolset of agent-based modelling and simulation can next be used on a wider scale for advanced 
agent-based modelling and simulation by a variety of users. With its further use, agent-based models and 
sub-models can be collected in a library, which allows the recycling of sub-models and save valuable 
resources. A way forward for ATM safety is to define critical areas and scenarios wherein agent-based 
modelling and simulation should be applied, and to feed such results into safety cases. The resulting 
expanding library of agent-based models for various applications will form a valuable resource in support 
of an increasing number of low-cost agent-based modelling and simulation applications. 
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7 Conclusions 

In the recent Strategic Research and Innovation Agenda “Digital European Sky” [26] it is expressed that for 
safety assurance of U-Space and urban air mobility: “New safety modelling and assessment methodologies 
applicable to U-space are needed. Tools are required to analyse and quantify the level of safety of U-space 
operations involving high levels of automation and autonomy, where multiple actors automatically make 
complex, interrelated decisions under uncertainty”.  
 
Drone operations are based on radically new operational concepts for which there are no or only little data 
and experience. The performance and safety of the operations are based upon systems involving complex 
dynamic interactions at multiple levels: 
• A variety of drone operations, including surveillance and loitering, parcel delivery, air taxies, higher 

altitude operations, which are operating in various environments; 
• A variety of communication, surveillance and navigation systems, both in the drones and on the 

ground, and including DAA systems; 
• High levels of automation and varying levels of autonomy; 
• Human oversight and interactions; 
• A broad variety of performance variability in normal conditions, such as sensor errors, human reaction 

times, normal weather; 
• A broad variety of performance variability in off-nominal/failure conditions, such as system failures, 

human errors, adverse weather. 

Because of the lack of experience with drone operations, the lack of data on safety occurrences, and the 
complexity of the operations, there is a strong need for safety risk assessment of drone operations using 
simulation approaches. Such simulation approaches should be able to effectively represent various types of 
drone operations, the uncertainty and hazards that can affect these operations, and they must support 
estimation of rare safety events up to the level of collision risk. Building on an evidence base of successful 
applications of safety risk assessment for complex and novel operations, the D(emo)-CRAT project set out 
to use agent-based dynamic risk modelling and IPS MC simulation for the demonstrator tool on drone 
collision risk assessment. 
 
The results of the project show that agent-based dynamic risk modelling can be effectively applied to assess 
close proximity safety events of drone operations. The models describe various types of operations, VTOL 
air taxi and surveillance & loitering along the whole flight, and fixed wing drones in the en-route phase, in a 
generic urban environment. The models account for customer demand, various types of airspace design, 
aircraft navigation and dependent surveillance systems, C2 link systems in the drones, RPS and region, and 
PIC behaviour, and they have an interface with the reference DAA system DAIDALUS. The models describe 
dynamics and stochastic variability of the agents in normal conditions as well as in off-nominal/failure 
conditions. The distinction between such modes is often represented by discrete systems with a nominal 
and a failure mode that determines the performance of a single associated agent (for a local system) or 
many associated agents (for a global system).  
 
The agent-based modelling approach has effectively supported the systematic description of interactions 
between many actors and their components. The detailed model description of [6] was found to be an 
effective basis for the largely independent software development [7]. The background in aerospace 
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engineering of members of the software development team supported independent evaluation of the 
suitability and validity of the models. The description of agents, their components and their interfaces with 
other agents and the environment, supports relatively straightforward additions of additional agents and 
components in future extensions.  
 
The IPS MC simulation approach and the risk decomposition for global failure conditions are advanced 
techniques for rare event risk assessment. These could be effectively combined with the agent-based 
modelling of drone operations and they could be formulated in full detail, such that they formed an 
effective basis for inclusion in the software design and its implementation. The illustrative simulation 
results show that especially the probability estimates for close proximity events, which are attained in the 
IPS cycles, provide useful insights in the safety of the drone operations.  
 
Although the focus of the project has been on demonstrating the principles of agent-based dynamic risk 
modelling and IPS MC simulation for drone safety risk assessment, the software development team has 
excelled in implementing an efficient software tool. The implementation of the agent models and the IPS 
MC simulation algorithms in C++ and the effective distribution of simulation threads support the 
computational efficiency of the simulations. Furthermore, the backend could effectively integrate the 
reference DAA system DAIDALUS developed by NASA. The GUI allows to easily tune the large sets of 
parameters in the agent-based model, to attain proficient insight in the locations of safety events, and to 
efficiently show large numbers of statistics of safety occurrences and contributions of global and local 
settings.  
 
The demonstration of the tool by the simulations in Section 5 has illustrated the variety of results that can 
be attained for the various types of missions. The results illustrate the IPS cycles up to the level of collisions 
and the risk decomposition. The sensitivity analyses show how the tool can be used to tune settings of the 
DAA system, to attain insight in the safety impact of airspace design and traffic density, and to understand 
the safety impact of PIC behaviour. These are just a small set of the number of sensitivity analyses that may 
be performed to attain insight in the sensitivity of simulated safety indicators for elements in the drone 
operational concept and their detailed system settings. Nonetheless, before embarking on large sets of 
sensitivity analyses it is recommended to first include a number of extensions in the modelling and 
simulation. 
 
A considerable set of recommendations for extension of the models and their simulation, scope of 
simulation functionalities, and extension of the functionalities of the GUI are presented in Section 6. An 
initial assessment of timescale and effort has been made to help prioritization of possible future 
developments of D-CRAT. We believe that the models, simulation approaches and software developed in 
D(emo)-CRAT have shown to be at the heart of the needs for new safety modelling and assessment 
methodologies for U-space such as identified in the Strategic Research and Innovation Agenda “Digital 
European Sky” [26]. 
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Appendix A Generic tool for agent-based dynamic 
risk modelling and simulation 

Appendix A.1 Overview of the initiative 

When it comes to safety risk assessment of complex multi-agent operations such as those in air traffic, 
Monte Carlo simulation of an agent-based stochastic dynamic risk model has shown to provide valuable 
results. This methodology allows for quantitative assessment of rare events in current and future 
operations, parameter sensitivity analysis, identification of the main bottlenecks for improving the risk, and 
more. Main drawback is that the process of implementation of a dynamic risk model in a software 
environment for Monte Carlo simulations, and the testing and verification of both model and software 
takes time and is therefore relatively expensive. If this process needs to be repeated from scratch for every 
new application, the costs may not be worth the advantages.  
 
As part of initiatives outside the scope of the D(emo)-CRAT project, a partnership including NLR, the 
University of Ilmenau and EUROCONTROL has been set up to develop a generic toolset that can be used for 
agent-based dynamic risk modelling and Monte Carlo simulation. Such toolset aims to give the user the 
graphical support to develop a dynamic risk model that is automatically tested on satisfying all the 
modelling rules, to automatically generate the software for Monte Carlo simulations, and give the user the 
support to run this software to obtain simulation results. Once the toolset itself has been validated 
regarding producing error-free software for any model introduced, the testing and verification phase does 
not have to be re-done for each new application. In the long run this saves valuable time and resources.  
 
The modelling format selected by this partnership is Stochastically and Dynamically Coloured Petri Net 
(SDCPN), which is a Petri net extension selected for its main strengths [50]: 

• SDCPN have a graphical representation, making sure that the models are readable and verifiable. 
• Their modelling power admits all types of stochastic dynamic processes and interactions occurring 

in ATM operations, including causal dependencies, concurrent processes, synchronisation of 
events, continuous processes, discrete events, random events, etc. 

• The models can be built in a hierarchical way, starting from models for local agent entities, and 
building up to multi-agent models including all interactions.  

• Each agent entity model maintains its own state throughout the modelling and safety risk analysis 
process. This improves readability and allows recycling of agent entity models from previous 
modelling exercises.  

• The parameters in an SDCPN-based model are largely of a physical nature, and are relatively easily 
quantified compared to the parameters of approaches that rely on probabilities of conditional 
events.  

• SDCPN generated processes have the strong Markov property, which is a pre-requisite for speeding 
up the analysis. 

Therefore, SDCPN support the agent-based dynamic risk modelling of elements like complete 3D 
trajectories of aircraft, human behaviour, weather influences, performance of technical systems, sudden 
occurrences, interactions between all these elements, etc. 
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The toolset will be based on an existing tool named TimeNET [63], which is a Petri net modelling and 
simulation tool selected for the following reasons: 

• TimeNET is a software tool for the modelling and performability evaluation of Petri nets. The tool is 
free of charge for non-commercial use.  

• TimeNET has been successfully applied in several modelling and performance evaluation projects 
and there are several hundred installations in universities and other organizations worldwide. 
Sample application areas are communication systems, embedded systems, reliability evaluation, 
train control systems, manufacturing, supply chains, and business processes. 

• Its main characteristics include the ability to model and evaluate complex coloured stochastic Petri 
nets, and efficient simulation methods for models with rare events (using the RESTART method 
[64]). The Petri net classes it supports already cover most of the features of SDCPN. 

• It is being regularly improved and extended, hence is inherently flexible regarding the extension 
with necessary new features. Its developers at the University of Ilmenau are also open to 
implementing extensions. 

 
TimeNET will first be extended to allow for SDCPN features. With this, it can be used to graphically develop 
SDCPN-based models, and to verify these models regarding correctness and consistency of using SDCPN-
based modelling rules. Next, the tool will be extended with layers that allow for Monte Carlo simulation of 
the models, including simulation speed-up techniques, which allow for assessment of rare events such as 
collisions between aircraft. 
 
Once the toolset is completed, it may be used to support the modelling and simulation activities done by 
the D(emo)-CRAT project, as well as its follow-on activities in D-CRAT. At the moment, the project partners 
have completed the requirements identification phase, which includes the identification of SDCPN-based 
model features that are not yet included in TimeNET, and have started to implement the features one by 
one into the TimeNET tool. These activities are of interest for D(emo)-CRAT Task T1.5 “Initial specification 
allowing future evolution of the demonstrator to a full-scale, user-friendly tool. This task provides an initial 
specification of the evolution of D(emo)-CRAT into a future full-scale, user-friendly tool D-CRAT (Drone 
Collision Risk Assessment Tool), considering the long term goal of allowing future evolution of the 
demonstrator to a full-scale, user-friendly tool.” A future merging of activities can be taken into 
consideration. The following subsection describes what this could look like. 
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Appendix A.2 Using the toolset for agent-based modelling and 
simulation 

An ordinary Petri net, developed in 1962 by C.A. Petri, is a graphical and analytical formalism for modelling 
distributed systems. Discrete states are modelled by Places (depicted by circles). Tokens (depicted by black 
dots) inside the Places indicate whether the corresponding place is current. Switches between those 
discrete states are modelled by Transitions (depicted by rectangles). Places and transitions are connected 
by Arcs (arrows). Transitions remove tokens from their input places and produce them for their output 
places, thus modelling a discrete state change or mode switch. Numerous extensions have been proposed 
for this early formalism, including the notions of time, stochastics, coloured tokens. The Stochastically and 
Dynamically Coloured Petri Net (SDCPN) formalism was obtained through extensions that maintain the 
graphical elements and key properties of ordinary Petri nets, and add the notions of time, continuous-
valued processes, various types of stochastics, and hierarchical modelling. 

The process to develop an SDCPN-based model proceeds in several substeps. The first substep is to develop 
a local SDCPN-based model (referred to as Local Petri Net, LPN) for each agent entity identified for the ATM 
operation, by specifying all SDCPN elements, and how they work together. Next, the entities within one 
agent are coupled by modelling the interactions within each agent. Subsequently, all agent models are 
coupled by modelling the interactions between agents. Normally, there are iterations and loops between 
all substeps. Finally, all parameters are given a value. Once the SDCPN-based model for the operation is 
completed, it is implemented in a software environment for Monte Carlo simulation. This way, the 
operation can be played out millions of times to see how various event sequences may evolve under all 
conditions. Selected safety-critical events can be recorded, and their frequency of occurrence can be 
determined by counting how many times they happen in these millions of runs. Since air traffic is a very 
safe means of transport and the probability of a collision between two aircraft is extremely low, 
acceleration methods are applied to speed up the simulations. 

SDCPN-based modelling and simulation has been used for safety risk assessment in numerous air traffic 
operations. The modelling was done on paper, using e.g. Microsoft Visio, and the software implementation 
was done in generic object oriented software languages such as Matlab or Turbo Pascal. Due to the agent-
based nature of the modelling, many elements of both the models and the software could be re-used for 
each application, which saved valuable time. However, for the wider-spread usage of the formalism it was 
considered essential to develop a user-friendly toolset that was able to support the modelling, the 
generation of software for Monte Carlo simulations, and the running of those simulations to generate 
results. It was decided to extend an existing tool, i.e. TimeNET, for this purpose.  

TimeNET is a software tool for the modelling and performability evaluation using stochastic Petri nets. 
TimeNET’s graphical user interface (GUI) allows the development of Petri net models by clicking on icons of 
places and transitions, positioning them in the drawing area on the screen, and connecting them by arcs, 
using mouse clicks only. Text such as names or parameter values can be inserted in small windows that 
open up if an icon for a place or transition is double-clicked. All these features are supported by user-
friendly buttons and menus for moving objects, saving or re-using saved objects, aligning, editing, undoing, 
scaling and sizing, etc. 
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After generating and compiling software code, simulations of the behaviour of the tokens through time can 
be started and statistics on performance values can be collected in graphs. The simulation program has two 
working modes: normal simulation, which is intended for an efficient computation of performance 
measures; and a single-step mode used in conjunction with the GUI for an interactive visualization of the 
behaviour (token game). Results of the simulation run are graphically displayed on the user’s screen during 
the simulation in a result monitor program. They are also stored in files that can be analysed after a 
completed simulation. 

 
Figure 29: Example GUI for TimeNET, taken from https://timenet.tu-ilmenau.de/#/features 
 

https://timenet.tu-ilmenau.de/#/features
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Figure 30: Example GUI for TimeNET, taken from https://timenet.tu-ilmenau.de/#/features 
 

 

Figure 31: Software architecture from modelling in TimeNET, taken from http://www.eecs.tu-
berlin.de/fileadmin/f4/TechReports/2007/2007-13.pdf  

https://timenet.tu-ilmenau.de/#/features
http://www.eecs.tu-berlin.de/fileadmin/f4/TechReports/2007/2007-13.pdf
http://www.eecs.tu-berlin.de/fileadmin/f4/TechReports/2007/2007-13.pdf
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TimeNET can be used to model and evaluate implementations of two types of Petri net, i.e. Extended 
Deterministic and Stochastic Petri Nets (eDSPN) and Stochastic Coloured Petri Nets (SCPN), as well as a 
class of Stochastic Automata. The plan is to extend TimeNET to also address SDCPN. The main extensions 
necessary are: 

• In SDCPN, the token colours satisfy the solution of a multi-dimensional stochastic differential 
equation (SDE) while they are residing in their place. A transition that has put the token in a place 
has also given it an initial multi-dimensional colour, and from that point on the colour follows the 
SDE without external influence, until the token is removed from the place by a transition.  

• In SDCPN, some of the transitions are Guard transitions. From the moment they have at least one 
token per input place, they continuously look at the colours (values) of these input tokens. When 
the colours cross some boundary, the Guard is True and the transition is enabled and fires.  

• In SDCPN, the delays of the Delay transitions are defined in terms of a firing rate, hence not as a 
delay time period as in TimeNET. A complementary issue is that TimeNET uses discrete-event 
simulation. Because SDCPN is continuous-time this requires a numerical approach in following the 
continuous-time line.  

• SDCPN are used to develop Agent-based models. In principle, local SDCPN are developed for each 
Agent in the operation separately (e.g. aircraft, pilot, communication system, etc). Next the 
interactions between the agents are modelled by means of arcs. As a short hand notation, a box is 
drawn around each Agent SDCPN, and arcs may be drawn directly from the edge of a box to the 
edge of another box.  

With these extensions in place, a user can open TimeNET, select the module for SDCPN, and start 
developing SDCPN-based models for air traffic (or other) applications. During and after the model 
development, the user will be able to verify if all necessary elements are completed, whether the 
developed model satisfies all SDCPN formalism rules, whether all parameters have been given values, etc. 

In addition, the toolset needs to be extended with layers that allow Monte Carlo simulation of SDCPN-
based models, including speed up techniques. An overview of the anticipated TimeNET modelling and 
simulation layers is given below: 

1. The first layer allows the modelling of Local Petri Nets (LPN) according to the rules of SDCPN [52, 
65]. Each LPN models a specific part of the air traffic operation, typically a part of an agent. It has a 
name that can be used as reference in further layers. 

2. The second layer allows the modelling of interactions between LPN according to the rules of 
SDCPNimt, i.e. SDCPN with interconnection mapping types[52, 66]. These interconnection mapping 
types are shorthand notations that draw a box around each LPN and draw enabling arcs from the 
edge of one box to the edge of another box, thus enabling the exchange of information between 
local agents without disturbing their intrinsic internal operation. An interaction may have an effect 
on the token colour types implemented in the first layer, so there will be iterations by the user 
between layer 1 and layer 2.  

3. The third layer brings everything together as a set up to a simulation (at this stage without any risk 
decomposition or IPS), by creating the environment that allows to run the model during a particular 
time interval. For example, in the previous two layers there is an LPN for the behaviour of an 
aircraft, plus its interactions with other LPNs. But a full simulation run may need hundreds of 
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aircraft flying in an airspace. So this third layer includes setting a traffic generator that generates 
copies of the aircraft behaviour model and sends them into the airspace at certain instants, while 
interacting with other LPN. In this layer it is also determined which output is generated by the 
simulation. For example, the number of times that two aircraft come within a distance d of each 
other. 

4. This fourth layer displays the result of the previous layer, i.e. a simulation code together with a list 
of all parameters that can be set by the user. This includes parameters for the start time and end 
time of a simulation, parameters for the number of aircraft to be simulated, etc. The user can give 
all parameters a value, and then run the simulation once at a time. This also allows testing and de-
bugging of the model and simulation code. 

5. Layers 5 and 6 take the step to Monte Carlo simulations, which means running the simulation of 
layer 4 many times with stochastic inputs, and collecting the results. For this, the simulation code is 
extended to enable the user to set the parameters for the simulation of layer 4, plus additional 
parameters that set the number of Monte Carlo simulation runs. In layer 5, the user is able to use 
Risk Decomposition by setting the parameters to create conditional circumstances (such as a 
satellite system being working all the time), to run the Monte Carlo simulation and collect results, 
and then repeat (e.g. with the satellite system not working all the time). The results can be 
weighted with the probabilities of the satellite system not working / working and summed to get 
the eventual risk results. 

6. This sixth layer is the one for IPS, in which each complete simulation run of layer 4 is referred to as 
a “particle”. This IPS method makes use of a series of decreasing distances, 𝑑𝑑𝑐𝑐 < 𝑑𝑑𝑐𝑐−1, c =
1, . .𝑚𝑚, between aircraft. On a finite time interval (0,𝑇𝑇) the execution of 𝑁𝑁 simulation objects of an 
air traffic scenario are conducted going through m sequential cycles, using the set-up of layer 5. In 
each cycle 𝑁𝑁 particles are simulated and the cycle is ended if the simulation of each particle has 
ended, either because a particle has reached the next miss distance boundary, or because a particle 
has reached the end time of the simulation 𝑇𝑇 (see also Section 12.1.2 of [6]).  

7. If the toolset is going to be used by a team of air traffic operation experts (rather than by modelling 
and simulation experts) who are interested in the risk results, the whole package could be 
complemented by a final user-friendly layer than allows these experts to set parameter values and 
run simulations for one particular application, without having to bother with the underlying model. 
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Appendix A.3 Example local Petri net in extended toolset 

The use of the extended TimeNET toolset for D-CRAT will start with the identification of the agents in the 
operation, together with their main interactions, similar to the description in Section 2.  

Next, for each of the agents, a local SDCPN-based model will be developed. This starts with the 
identification of various discrete modes, the identification of possible switches between modes, and the 
specification of how and after which time delay the mode switches occur. Next, all continuous-valued 
elements are added such as flight paths, wind effects, navigation and surveillance data. The model 
currently developed for D(emo)-CRAT can be easily translated into these terms.  

 
Figure 32: Concept GUI design (not implemented yet) for specifying an SDCPN-based model in TimeNET  
 
For example, a local Petri net (LPN) for the ADS-B system described in Section 7.7 of [6] can be graphically 
specified by two places (Working and Lost), two transitions (Failing, Repairing), and connecting arcs, see 
Figure 32, left-hand-side. If the user double-clicks on one of the places or transitions, a small window is 
opened (Figure 32, right-hand-side, windows with automatically generated text in black), in which the 
specifics for that node can be completed by the user (text in blue). In this example, both places in the LPN 
contain black tokens (the number of discrete, drift and diffusion components are all zero). In case of 
coloured tokens, additional rows are generated for specification of the details of those colours. 

Each such LPN can be saved under a particular name, and recalled again where needed. Interactions 
between LPN can be specified by recalling two LPN on the screen, drawing a box around them, and drawing 
arrows from the edge of one box to the edge of another box. In one double clicks on one of the places or 

ADS-B.xml 

ADS-B.xml 

Working  

Lost  

Repairing  Failing  



 
 
 

67 

NLR-CR-2021-050-RevEd-1  |  November 2021 
 

transitions in the original LPN, a small window appears like in the previous figure, but additional rows are 
automatically generated for the new input and output places and transitions due to the interconnections, 
and the user is able to complete the specifics.  

Some SDCPN modelling elements are less conveniently implemented in table-like windows as above, such 
as complex stochastic differential equations for the behaviour of an aircraft. In such cases, the user fills in a 
function name in the table-like window, and specifies the specifics for that function in a separate window 
using, for example, C++ code. It might even be possible to make connections to external software, such as 
was done in D(emo)-CRAT and DAIDALUS; however, this needs to be confirmed by the TimeNET 
programmers. 
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(defence) programmes, including work on complex 

composite structures for commercial aircraft and on goal-

oriented use of the F-35 fighter. Additionally, Royal NLR 

helps to achieve both Dutch and European goals and 

climate objectives in line with the Luchtvaartnota (Aviation 

Policy Document), the European Green Deal and Flightpath 

2050, and by participating in programs such as Clean Sky 

and SESAR. 
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